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Abstract—Low frequency phase synchronization is an essential mechanism of information communication
among brain regions. In the infra-slow frequency range (<0.1 Hz), inter-regional phase lag is of importance for
brain function (e.g., anti-phase between the default mode network and task positive network). However, the role
of phase lag in cognitive processing remains unclear. Based on the frequency tagging experimental paradigm and
functional magnetic resonance imaging (fMRI) technique, we investigated inter-regional phase lag and phase
coherence using a face recognition task (n= 30, 15 males/15 females). Phase coherence within the face process-
ing system was significantly increased during task state, highlighting the importance of regular inter-regional
phase relationship for face recognition. Moreover, results showed decreased phase lag within the core and
extended face areas (face processing system) and increased phase lag between the face processing system
and frontoparietal network, indicating a reorganization of inter-regional relationships of the two systems. Inter-
regional phase lag was modulated by the task at ascending and descending phases of the fMRI signal, suggesting
a phase-dependent inter-regional relationship. Furthermore, phase lags between visual cortex and amygdala and
between visual cortex and motor area were positively related to reaction time, indicating better task performance
depends on both rapid emotional detection pathway and visual-motor pathway. Overall, inter-regional phase syn-
chronization in the infra-slow frequency range is of important for effective information communication and cog-
nitive performance. � 2019 IBRO. Published by Elsevier Ltd. All rights reserved.
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INTRODUCTION

Cognitive performance requires the integration of

information among brain regions (Friston et al., 1997;

Gonzalez-Castillo et al., 2015). Phase-locking of low fre-

quency neural oscillations has been suggested to be an

effective mechanism in gating information communication

across regions (Fries, 2015; Maris et al., 2016). Studies

targeting faster frequencies (1–80 Hz) have shown that

the phase of brain signal fluctuations plays important roles

in cognitive performance and information communication
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(Canavier, 2015; Maris et al., 2016). Specifically, phase-

locking appears not only during cognition (Bonnefond

and Jensen, 2015) but also before stimuli presentation

(Busch et al., 2009) to modulate subsequent cognition in

various ways. Unlike in the faster frequencies, the role

of phase-locking remains to be explored in the infra-

slow frequency domain (<0.1 Hz) (Aladjalova, 1957) as

mainly measured with functional magnetic resonance

imaging (fMRI) technique.

Recent fMRI studies have highlighted phase

information in resting state or cognitive-related brain

functions. For instance, phase-based functional

connectivity (FC) has been uncovered with a dynamic

variation at ultra-slow (<0.02 Hz) frequency range

during resting state (Ponce-Alvarez et al., 2015;

Omidvarnia et al., 2016; Huang et al., 2017). Instanta-

neous phase has been shown to be modulated in task

activated regions (Laird et al., 2002). Recently, Mitra
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and colleagues (2015a, 2017) reported stable time delay

between brain regions during resting state in the infra-

slow frequency range, suggesting multiple possible phase

lags between in-phase (e.g., in the same network) and

anti-phase (e.g., between the default mode network and

task positive network) relationships (Kelly et al., 2008;

Cottereau et al., 2011; Abbas et al., 2019). Huang and

colleagues (Huang et al., 2017) have demonstrated

intra-regional phase-locking with regard to stimulus-

onset during task-evoked activity. Other studies have

shown phase-dependent cognitive performance and FC

in the infra-slow frequency range of electroencephalo-

graph (EEG) and fMRI signals (Monto et al., 2008;

Wang et al., 2016a). This leaves open though whether

and how inter-regional phase-locking in the infra-slow fre-

quency range mediates cognition.

Low frequency steady-state brain response (lfSSBR)

is a steady-state evoked potential (SSEP)-like

phenomenon in the low frequency range (<1 Hz)

(Wang et al., 2014). It has been proved that lfSSBR is fre-

quency and phase sensitive (Wang et al., 2016a,b) and

occurs during both basic and higher-order cognitions in

widespread brain regions (Wang et al., 2015; Gao et al.,

2018). During lfSSBR, phase lag could be reliably

detected in adjacent brain regions (Lewis et al., 2016).

These characteristics make lfSSBR a suitable carrier for

the study of phase synchronization during various

cognitions.

In the current study, we investigated phase

synchronization in the infra-slow frequency range using

a face recognition task presented in a fixed frequency

(0.05 Hz). This frequency is located around the center of

infra-slow frequency range and has minimal noises in

fMRI signals (Glerean et al., 2012). If the lfSSBR is

task- and phase-specific (Wang et al., 2016a, Gao

et al., 2018), inter-regional phase relationship within the

core face areas and extended face areas should be

locked by the task reflecting the shift from a more random

pattern during resting state to a more task-related pattern

during task state. Furthermore, particular inter-regional

phase lag should be associated with task performance

(Huang et al., 2017). Overall, if low frequency phase syn-

chronization is essential for information communication

and cognitive performance, we would expect lower phase

lag and higher phase coherence in the face processing

system.
METHODS

Subjects and experimental design

Thirty healthy participants (mean age = 22.41 years,

standard deviation (SD) = 2.11 years, range from 18 to

27 years; 15 males/15 females) participated in this

study. All subjects had normal or corrected-to-normal

vision, were right-handed (tested using the Chinese

Edinburgh-Handedness Questionnaire; coefficients of all

participants >40) (Wang et al., 2013), reported free from

any psychiatric and neurological disorders. The experi-

ment was carried out in accordance with the Declaration

of Helsinki. Written informed consent, approved by the

research ethical committee of School of Life Science
and Technology at University of Electronic Science and

Technology of China (UESTC), was obtained from each

subject.

The face recognition task was used in previous

studies (Wang et al., 2016a, 2018b) and was described

as follows. A task lasting for 620 seconds (31 trials) and

an equal-length resting scan were counterbalanced

between subjects.

During the task, participants were required to judge

whether the face has a neutral expression (right thumb

response) or a happy expression (left thumb response)

as accurately and fast as possible. Although there were

only neutral faces in the experiment, subjects were told

that the happy expression would appear no more than

once to ensure that they paid attention during the entire

task. All face pictures (16 males, 15 females) were

selected from the Chinese Facial Affective

Picture System. At a nine-point scale, the values of

valence, arousal, dominance, and attraction were 4.40

± 0.60 (mean ± SD), 3.65 ± 0.54, 4.98 ± 0.35, and

4.19 ± 0.45, respectively. In each trial, the face was

presented on the center of black screen for 2 seconds

and followed by a white crosshair of 18 seconds. Each

trial lasted for 20 seconds, forming a task frequency of

0.05 Hz. The procedure was performed with E-Prime 2.0

software (http://www.pstnet.com).

During the resting scan, participants were asked to

remain motionless, focus their eyes on a white crosshair

against black screen, stay awake, and not think of

anything in particular.
Behavioral data analysis

The accuracy and reaction time (RT) of behavioral

performance were calculated for each subject and were

used for the analysis of brain-behavioral relationship.
Imaging data acquisition

The fMRI data were acquired using a 3.0T GE 750

scanner (General Electric, Fairfield, Connecticut, USA)

at UESTC with the gradient-recalled echo-planar

imaging (EPI) sequence. An 8-channel prototype

quadrature birdcage head coil fitted with foam padding

was applied to minimize the head motion. The imaging

parameters were as follows: repetition time/echo

time = 2000 ms/30 ms, 90� flip angle, 43 axial slices

(3.2 mm slice thickness without gap), 64 � 64 matrix,

22 cm field of view.
Imaging data preprocessing

Functional images were preprocessed using the Data

Processing Assistant for Resting-state fMRI (DPARSF

2.3, http://rfmri.org/DPARSF) (Yan and Zang, 2010).

The first 10 volumes were discarded to ensure signal

equilibrium, allow evoked fluctuations to appear, and for

the participants to familiarize themselves with the scan-

ning environment (Wang et al., 2014). The remaining

300 images were slice-time corrected, spatially aligned,

spatially normalized to Montreal Neurological Institute

(MNI) EPI template and resampled to 3 � 3 � 3 mm3 vox-

http://www.pstnet.com
http://rfmri.org/DPARSF
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els. The images were then spatially smoothed using 8-

mm FWHM Gaussian kernel. Friston’s 24 head motion

parameters, white matter signal, and cerebrospinal fluid

signal were further extracted and regressed out using

the DPARSF software. The data of six participants were

removed due to large head motion (translation >3 mm

or rotation >3� or mean frame-wise displacement

>0.5) or data missing in any scan. It is worth noting that

the global signal regression (GSR) should be took over

under specific situations (Murphy and Fox, 2017). Recent

studies have linked fluctuations of the GS to glucose

metabolism (Thompson et al., 2016), vigilance (Wong

et al., 2013), arousal mediated by ascending nuclei

(Turchi et al., 2018), and various psychopathological

effects (Yang et al., 2017; Zhang et al., 2019). Specifi-

cally, the phase of GS conveys important information

about network state, indicating that the GS may contribute

greatly to inter-regional phase synchronization (Gutierrez-

Barragan et al., 2019). Another study has demonstrated

that the GS is largely driven by phase coherence

(Zhang et al., 2019), arguing that GSR may remove some

phase lag information especially the long cycle durations

that extend across space and different regions which

are important for phase coherence. Therefore, lower

phase coherence and relatively stronger phase lags were

expected in the analysis with GSR. Based on aforemen-

tioned reasons, both results with GSR and without GSR

were showed in the present study but the results without

GSR were identified as main results.

As shown in previous studies (Wang et al., 2016a,

2018b), significant lfSSBR was evoked at the fundamen-

tal frequency (0.05 Hz) of task. Following these studies

(Wang et al., 2014, 2015, 2016b), a narrow band of

0.048–0.052 Hz around the fundamental frequency was

filtered using the finite-impulse response (FIR) filter

(Omidvarnia et al., 2016). This frequency band contained

task-specific brain activities and avoided non-task noises

in other frequency bands (Wang et al., 2016a, 2018b).

However, it is largely unclear whether there is particular

neural mechanism responsible for such a narrow band

fMRI signals, although significant psychophysiological

effects have been documented in narrow frequency

bands in the low frequency range (Yordanova et al.,

2011; Yaesoubi et al., 2015; Zhang et al., 2015;

Domenico et al., 2016; Gutierrez-Barragan et al., 2019).

Recently, the neurophysiological mechanism of narrow

band fMRI signals has been gradually uncovered (Li

et al., 2015; Lewis et al., 2016; Mitra et al., 2018). The

narrow frequency band we studied here may further help

to clarify the neurophysiological mechanism of narrow

band fMRI signals. Besides, the same analysis was per-

formed using wider bands such as 0.04–0.07 Hz

(Glerean et al., 2012) and 0.01–0.1 Hz (Huang et al.,

2017) to evaluate how the choice of frequency range

can affect the results and conclusions.

We then divided the gray matter into 246 regions of

interest (ROIs) using the Brainnetome Atlas (Fan et al.,

2016; Wang et al., 2019). These regions were segregated

by the similarity of functional connections and were

thought to be functional homogeneous within region and

heterogeneous among regions, providing functionally
meaningful division of brain regions. Signal in each of

the 246 ROIs was extracted and used for further

analyses.
Local phase calculation

Following previous studies (Mormann et al., 2000; Palva

et al., 2005; Glerean et al., 2012; Stam and van

Straaten, 2012; Omidvarnia et al., 2016; Huang et al.,

2017), we calculated the instantaneous phase course in

each of the 246 ROIs using Hilbert Transform (HT). Unlike

the traditional General Linear Model, HT does not require

the time domain signals to be stationary, thus is suitable

for analyzing fMRI signals (Laird et al., 2002; Huang

et al., 2017). The HT approach can be explained with

the analytic signal concept. The analytical signal z(t) is

complex with f(t) a real time course and H[f(t)] the Hilbert

transform of this time course. In other words, z(t) = f(t)
+ iH[f(t)]. We obtained the instantaneous phase h(t) by
computing the inverse tangent of the ratio of the imagi-

nary and real signals (Eq. (1)):

h tð Þ ¼ arctan
H f tð Þ½ �
f tð Þ ð1Þ

Instantaneous phases of 300 time points were

obtained in each brain region. After that, the first and

last 10 time points were removed to avoid border effects

inherent to the HT, leaving 280 time points (Ponce-

Alvarez et al., 2015). Instantaneous phases of resting

state were calculated in the same way.
Inter-regional phase synchronization

Inter-regional phase synchronization is a key mechanism

in coding the representation of stimuli or memories which

has been investigated extensively during resting state and

task state using the fMRI technique (Kitzbichler et al.,

2009; Omidvarnia et al., 2016; Huang et al., 2017). Huang

and colleagues (Huang et al., 2017) verified the reliability

of the phase synchronization analysis in blood oxygen

level dependent (BOLD) signal by comparing it with sev-

eral other methods such as the Kuramoto FC, Hilbert

phase-based FC, and Hilbert amplitude-based FC.

Results showed that phase synchronization shared very

similar pattern with FC analyses. On the other hand,

phase synchronization in fMRI signals has been demon-

strated to uncover novel characteristics of brain function

than the traditional Pearson’s correlation-based FC

(Yaesoubi et al., 2015; Gutierrez-Barragan et al., 2019).

In fact, the Pearson’s correlation-based FC (traditional

FC) and phase coherence are non-linearly changed along

the phase lag between two sinusoidal signals (see Fig. 1).

Therefore, these indices provide complementary evi-

dence for us to understand functional networks. The

non-linear relationship among traditional FC, phase

coherence, and phase lag suits well with sinusoidal fMRI

signals during lfSSBR (Wang et al., 2016a, 2018b). How-

ever, in other situations, the fMRI signals are often non-

sinusoidal waves (Cole and Voytek, 2017) and are made

up of multiple frequencies (Yaesoubi et al., 2015; Yang

et al., 2018) which makes the relationship among these

indices extremely complex. A better understanding of



Fig. 1. The relationship between phase lag, phase coherence, and

Pearson’s correlation in standard sinusoidal signals.
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brain function could be achieved by systematic research

on the relationship among these indices under diverse sit-

uations, which is beyond the topic of the present study.

Here we only compared our main results of phase lag

and phase coherence with traditional FC to evaluate their

relationships under the particular situation.

The phase lag and phase coherence indices were

used to investigate the nonlinear functional relationship

between each pair of the 246 ROIs. Let hx(t) and hy(t)
be the instantaneous phase of two time series,

respectively. Phase lag between two signals (|uxy|) is

defined by Eq. (2):

ux;y

���
��� ¼ nhx tð Þ �mhy tð Þ�� �� < const ð2Þ

where n and m are integers determined by the ratio of two

frequency bands. We restricted n=m= 1 because the

two signals are in the same frequency band (Palva et al.,

2005).

Based on phase lag, phase synchronization for two

signals was measured by computing the mean phase

coherence Rxy according to Eq. (3):

Rx;y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos hx tð Þ � hy tð Þ� �� �2 þ sin hx tð Þ � hy tð Þ� �� �2q

ð3Þ

where < > denotes the mean value. Rxy ranges between

0 and 1 (0 <= Rxy <= 1). Rx;y ¼ 1 represents no random

phase lag between two signals, whereas Rx;y ¼ 0

manifests a uniform distribution of phase lag between

the two signals.
Statistic analysis

We computed the mean phase lag and mean phase

coherence across 280 time points for each pair of ROIs.

Task effects on the mean phase lag and mean phase

coherence were assessed with paired-samples t-test

between signals of task state and resting state. To get a

finer inspection of point-by-point phase lag modulated

by the task, phase lags at each of the ten time points in

each trial of the task state were extracted and averaged

across trials. The phase lag of resting state was
obtained using the same event timings as the task state

and averaged across pseudo trials. The latter served as

the baseline and was compared with the phase lag at

each time point of task state using paired-samples t-
tests. Multiple comparisons were corrected with the

false discovery rate (FDR) method (q< 0.05). Brain

maps were visualized with the BrainNet Viewer software

(https://www.nitrc.org/projects/bnv) (Xia et al., 2013). Fur-

thermore, brain-behavioral relationship was measured

with Pearson’s correlation between phase synchroniza-

tion indices and the mean and SD of RT. The mean phase

lag of 10 time points in one trial was deemed to phase lag

of that trial or trial-level phase lag. The trial-level phase

lag, mean phase lag and mean phase coherence of 280

time points were recruited for correlation analysis. The

correlation analysis was limited to edges with significant

task effect and results were corrected with FDR method

(q< 0.05). Significant edges with �0.2 < r< 0.2 were

excluded because of the small effect size.
RESULTS

Behavioral results

Because the first 20 and last 10 time points were removed

during the preprocessing and phase calculation of

imaging data, three trials corresponding to these time

points were deleted in behavioral data. Twenty-eight

trials remained for each subject. The accuracy of

performance was extremely high with only two error

responses out of 672 trials in all 24 subjects. The mean

RT ranged from 432.43 ms to 894.27 ms with the SD

ranging from 64.64 to 208.05 ms for different subjects.

The group mean RT was 662.91 ms ± 133.56 ms

(mean ± SD).
The modulation of inter-regional phase lag by the
task

Fig. 2 shows the phase in the right inferior frontal gyrus

(ID: R61 in the template (Fan et al., 2016); Fig. 2A) and

right fusiform gyrus (R33; Fig. 2B), and phase lag

between these two regions (Fig. 2C) during task state

and resting state in one subject. Lower mean phase lag

could be observed during task state than during resting

state.

Further analysis shows task effect on mean phase lag

of 280 time points in two systems (Fig. 3). One is the face

processing system which is defined previously as the core

(the occipital face area, fusiform face area, posterior

superior temporal sulcus) and extended (the insula,

amygdala, thalamus, hippocampus, anterior cingulate

cortex, dorsal and ventral lateral frontal cortices,

precuneus, and superior and inferior parietal lobes) face

areas (Gauthier et al., 2000; Haxby et al., 2000; Gao

et al., 2018). Mean phase lag in this system was

decreased during task state than during resting state.

Another includes links between the face processing sys-

tem and frontoparietal regions (the medial frontal cortex,

right inferior frontal gyrus, superior parietal lobe, precen-

tral gyrus) (Spreng et al., 2010). Phase lag in this system

was increased during face recognition (Fig. 3C). The

https://www.nitrc.org/projects/bnv


Fig. 2. Local phase (A, B) of the right inferior frontal gyrus and fusiform gyrus and inter-regional phase lag (C) between these two regions across

time from one subject.

Fig. 3. Inter-regional phase lag and traditional functional connectivity are modulated by the task. Panel A and panel B show phase lags during

resting state and task state between each pair of the 246 regions. Phase lags are shorter during task state than during resting state among regions

in the face processing system and are longer between the face processing system and frontoparietal network (C). Global signal regression

introduces some longer phase lags during task state (D). The Pearson’s correlation analysis shows opposite results to phase lag analysis (E). Task

effect on phase lag is mainly limited in the core face areas at a wider frequency band (0.04–0.07 Hz; F). The time courses of BOLD signals for within-

network nodes (blue) and between-network nodes (red; G). Results are corrected with FDR method (q< 0.05). P: Posterior; A: Anterior; R: Right; L:

Left. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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opposite reorganization of inter-regional relationships in

these two systems supports the cognitive-related modu-

larization (DeSalvo et al., 2014). Being different from tra-

ditional FC, the GSR introduced many enlarged phase

lags for long distant links, indicating the non-linear rela-

tionship between phase lag and traditional FC (Fig. 3D).

In order to clarify the relationship between phase lag

and traditional FC, we further calculated Pearson’s

correlation within these two systems and observed

opposite changes of phase lag and FC (Fig. 3E).

Considering the sinusoidal waveform of lfSSBR (Wang

et al., 2016a, 2018b), the model in Fig. 1 suits well with

the current result. Specifically, one can expect opposite

relationship between FC and phase lag since the phase

lags for both task state and resting state are shorter than

pi (see Fig. 3A, B). However, it should be cautious to

explain these results in other situations with unstable

and non-sinusoidal fMRI signals (Cole and Voytek, 2017).

We further calculated phase lags at 0.04–0.07 Hz and

0.01–0.1 Hz frequency bands to evaluate how the

frequency band affects task-specific brain activities.

Significant task effect was observed only at 0.04–

0.07 Hz band. Limited links appeared mainly in the core

face areas (Fig. 3F). These results demonstrated that

task-related brain activities are limited to a narrow

frequency band during lfSSBR.
Fig. 4. Phase lag difference between task state and resting state. Arabic nu

mainly at the 1st, 2nd, 5th, 6th, and 7th time points, corresponding to the as
To clarify the meaning of phase lag, we extracted the

time courses of BOLD signal for nodes within the face

processing system and between face processing system

and frontoparietal regions and averaged them across

trials. As shown in Fig. 3G, the amplitude of nodes

within the face processing system is higher than that

between the face processing system and frontoparietal

regions. This is in line with the fact in

electrophysiological studies that tighter phase-locking

would produce higher peak (Luck, 2005), indicating that

the phase lag was shorter in the face processing system

than that between the face processing system and fron-

toparietal regions.

Point-by-point analysis shows significant task effect

on phase lag primarily at time points of 1, 2, 5, 6, 7 (see

Fig. 4). These time points are at the ascending and

descending phases of the BOLD signal (Wang et al.,

2016a), indicating the phase-dependent modulation of

inter-regional phase lag by the task. Interestingly, we

extracted inter-regional phase lag based on each node

in Fig. 3 and found that phase lag was shorter at the

ascending, descending, and peak phases of the temporal

BOLD signal both during task state and during resting

state (see Fig. 5). At these phases inter-regional phase

lag was shorter during task state than during resting state

[all t (23) > 7.69, p< 8.25e-8; paired-sample t test].

However, phase lag was comparable between task state
merals show the time point from stimulus onset. Task effect appears

cending and descending phases of original BOLD signal.



Fig. 5. The relationship between local phase of temporal BOLD

signal and inter-regional phase lag. The task reduces inter-regional

phase lag at the ascending, descending, and peak of the temporal

BOLD signal in the infra-slow frequency range. *** represents

p< 0.0001.
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and resting state at the trough of the temporal BOLD sig-

nal [t (23) = 1.04, p= 0.31; paired-sample t test]. These
findings suggest that inter-regional phase lag was phase-

dependent even during the resting state and further sup-

port the phase-dependent modulation of phase lag by

the task.
The modulation of inter-regional phase coherence by
the task

Phase coherence within the face processing system and

between face processing system and motor regions was

significantly increased during task state (Fig. 6C) than

during resting state, suggesting higher level of inter-

regional phase-locking during face recognition. By

regressing out GS, links with significant increased

phase coherence during task state were much fewer

than those without GSR. Significant task effect was

primarily located in the core face areas (Fig. 6D),

indicating that GSR diminished task-related phase

coherence.

We further calculated phase coherences at 0.04–

0.07 Hz and 0.01–0.1 Hz frequency bands to evaluate

how the frequency band affects task-specific brain

activities. Significant task effect was observed only at

0.04–0.07 Hz band. Limited links appeared mainly in the

core face areas (Fig. 6E). These results suggested that

task-related brain activities are limited to a narrow

frequency band during lfSSBR.

In order to clarify the relationship between phase

coherence and traditional FC, we further computed

Pearson’s correlation between these regions and
observed increased correlation during task state than

during resting state (Fig. 6F). As shown in Figs. 3G and

5, the lfSSBR has sinusoidal waveform with inter-

regional phase lag primarily shorter than pi/2. One can

expect from the model in Fig. 1 that both phase

coherence and Pearson’s correlation coefficient should

be increased when phase lag is shortened. This could

explain the similar results for phase coherence and FC.

However, it should be cautious to explain these results

in other situations with non-sinusoidal and unstable fMRI

signals (Cole and Voytek, 2017).
Brain-behavior relationship

We did not find significant correlation between the mean

phase lag/mean phase coherence and the mean and

SD of RT at the subject level for both task state and

resting state data. By contrast, at the trial level, there

were significantly positive correlation between RT and

phase lag (Fig. 7). Fig. 7A shows the correlation

between RT and phase lag during task state, indicating

that shorter phase lags between these regions are

associated with faster performance. Fig. 7B shows the

correlation between RT and the difference of phase lag

between task state and resting state, suggesting that

the more reduced phase lags by the task the faster

cognitive performance. In order to clarify the relationship

between phase lag and time delay, we split trials into

two equal parts of long RTs and short RTs for each

subject and computed BOLD curves for both types of

trials in the AmygR21, CunR51, PrGR66, and OcGR41,

respectively. The time delay was calculated based on

latencies of the curve peaks. Although there was no

significant time delay between any pair of the BOLD

time courses (measured with paired-samples t-test,
ps > 0.22), the mean peak latency of BOLD curve in

the CunR51 is 0.311 s later than that in the AmygR21,

while that in the PrGR66 is 0.104 s later than that in the

OcGR41 for trials with short RTs. For trials with long

RTs, the mean peak latency of BOLD curve in the

AmygR21 is 0.104 s later than that in the CunR51, while

that in the PrGR66 is the same as that in the OcGR41.

We further computed time delays between trials with

long RTs and those with short RTs in the same region.

The time delays (triallong RTs-trialshort RTs) is 0.416 s,

0.00 s, 0.104 s, and 0.208 s in the AmygR21, CunR51,

PrGR66, and OcGR41, respectively (see Fig. 7C).

Therefore, the inter-regional time delays were mainly

caused by delayed time in the AmygR21 and OcGR41

during trials with long RTs than during trials with short

RTs. These two regions are responsible for rapid

emotional detection and visual information coding of

faces (Hung et al., 2010; Wang et al., 2018a). These

results link phase lag and time delay and suggest that

rapid emotional detection and visual coding are essential

for fast reaction in the task.
DISCUSSION

We investigated the phase synchronization of infra-slow

frequency neural fluctuations during a face recognition

task. We observed that phase lags were reduced within



Fig. 6. Inter-regional phase coherence and traditional functional connectivity are modulated by the

task. Panel A and panel B show phase coherences during resting state and task state between

each pair of the 246 regions. Phase coherences among regions in the face processing system and

between the face processing system and motor cortex are greater during task state than during

resting state (C). Global signal regression dramatically reduces phase coherence with significant

task effect primarily remaining in the core face areas (D). Task effect on phase coherence is mainly

limited in the core face areas at a wider frequency band (0.04–0.07 Hz; E). Pearson’s correlation

coefficients are also higher during task state than during resting state (F) which is much similar to

phase coherence.
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the face processing system and were increased between

the face processing system and frontoparietal network.

Inter-regional phase coherence was increased in the

face processing system and motor system.

Furthermore, phase lags between the amygdala and

visual cortex and between visual cortex and motor

cortex were positively related to RT. Both phase lag and

phase coherence were non-linearly associated with

traditional FC, indicating that phase synchronization

could provide novel information for us to understand

inter-regional relationship beyond traditional FC. These

findings highlighted the essential role of particular phase

lag in the infra-slow frequency range on information

communication and cognition.
Inter-regional phase lag in the infra-slow frequency
range is modulated by the task

Phase synchronization is an important mechanism of

information communication between neuronal

assemblies. The binding-by-synchronization hypothesis

suggests that adjacent neurons can establish a

functional assembly by the synchronization of action
potentials (Singer, 1999). The

communication-through-coherence

hypothesis further argues that two

sets of neurons can effectively com-

municate when their oscillations are

coherent (Fries, 2015). Recently, the

synchronized gating hypothesis stres-

ses the role of the phase synchroniza-

tion of low frequency neural

fluctuations in gating the coherence

of high frequency neural oscillations

(Florin and Baillet, 2015). These

hypotheses are primarily based on

electrophysiological evidence, high-

lighting the role of phase synchroniza-

tion in information communication.

However, the mechanism of phase

synchronization in the infra-slow fre-

quency range has rarely been investi-

gated (Monto et al., 2008; Glerean

et al., 2012; Omidvarnia et al.,

2016). In this frequency band, the

default mode network and task posi-

tive network are anti-correlated (Fox

et al., 2005; Kelly et al., 2008; Abbas

et al., 2019). In other words, the

phase lag between these two net-

works is around p. Furthermore, dif-

ferent temporal lags have been

determined across voxels in the gray

matter which are sensitive to brain

states and neuropathological features

(Mitra et al., 2015a,b, 2017). It is still

unknown that whether and how the

phase lag or temporal lag in the

infra-slow frequency range determi-

nes cognition.

In the current study, we observed

shorter phase lags within the face
processing system and longer phase lags between the

face processing system and frontoparietal network

during face recognition than during resting state. These

findings suggest that inter-regional phase relationship

was reorganized during face recognition in which the

face processing system and frontoparietal network are

separated into two modular. This is in line with the

opinion that task-specific modular could be established

by different cognitive processes (DeSalvo et al., 2014;

Di and Biswal, 2019). Specifically, brain regions in the

face processing system are more strongly connected to

each other to complete the particular face recognition task

and are more loosely connected to the frontoparietal con-

trol network to be disengaged from externally-oriented

attention (Chun et al., 2010; Wang et al., 2018c).

Furthermore, inter-regional phase lag was modulated

by the task at the ascending and descending phases of

the sinusoidal-like BOLD signal. This phase-dependent

modulation has been revealed in local functional

connectivity density and EEG fluctuations (Monto et al.,

2008; Wang et al., 2016a), suggesting that the phase of

infra-slow fluctuations is essential for inter-regional infor-



Fig. 7. The relationship between phase lag and reaction time. Panel A and panel B show positive

correlation between RT and phase lag during task state and positive correlation between RT and

phase lag difference between task state and resting state. Panel C shows the time courses of

BOLD signals in relevant regions for trials with short RT and long RT, respectively. Amyg:

Amygdala; Cun: Cuneus; OcG: Occipital gyrus; PrG: Precentral gyrus; L: Left; R: Right; RT:

Reaction time. R21, L66, et al. are the labels in the 246 template.
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mation communication. Although instantaneous phase

has been shown to be modulated in task activated regions

(Laird et al., 2002), this phase-dependent modulation

could not be explained by traditional task activation

because the peak point of hemodynamic response func-

tion often appears at 4–8 seconds after stimuli presenta-

tion (Wang et al., 2016a). Instead, these findings suggest
that inter-regional phase relationship

is determined by the phase of local

temporal signal (illustrated in Fig. 5).

Specifically, the ascending and

descending phases of infra-slow fluc-

tuations gate information communi-

cation (Monto et al., 2008; Wang

et al., 2016a). In contrast, the peak

and trough have been demonstrated

to matter in the higher frequency

range (>1 Hz) (Hyafil et al., 2015;

Züst et al., 2019). In addition, many

other differences have been reported

between infra-slow frequency and

higher frequency fluctuations (Chan

et al., 2015; Dash et al., 2018;

Wang et al., 2018c, Watson, 2018).

For instance, the direction of informa-

tion flow in the infra-slow frequency

range is opposite to that in higher fre-

quency range (Mitra et al., 2018).

These differences suggest that there

are different mechanisms supporting

infra-slow and higher frequency fluc-

tuations where the phase-dependent

information communication is one of

them.

Inter-regional phase coherence in
the infra-slow frequency range is
modulated by the task

Inter-regional phase coherence in

higher frequency range (>1 Hz) has

been suggested to be a basic

mechanism of information

communication and cognition

(Siegel et al., 2012; Fries, 2015;

Deco and Kringelbach, 2016; Maris

et al., 2016). Dynamic phase coher-

ence in the infra-slow and higher fre-

quency ranges could capture

different brain states (Mormann

et al., 2000; Yaesoubi et al., 2015).

However, cognitive-related phase

coherence in the infra-slow frequency

range has not been uncovered.

In the present study, we observed

increased phase coherence in the

face processing system, indicating

stronger phase-locking among task-

specific regions during face

recognition than during resting state.

This is the first time finding

cognitive-related modulation of inter-

regional phase coherence in the
infra-slow frequency range. This finding suggests that

infra-slow frequency phase coherence itself can be

cognitive-related, besides improving information

communication by gating interactions of cognitive-

related neural oscillations in higher frequency bands

(Florin and Baillet, 2015). Similar results between phase



Y. Wang et al. / Neuroscience 422 (2019) 172–183 181
coherence and traditional FC suggest that phase coher-

ence is an effective index of inter-regional relationship.

It’s worth noting that the relationship between phase

coherence and traditional FC depends on the range of

phase lag (see Fig. 1) and the waveform of brain signals

(Cole and Voytek, 2017). The relationship between phase

lag, phase coherence, and traditional FC, therefore, war-

rants systematic investigations.
Phase lag and phase coherence are sensitive to
global signal and frequency band

The global signal has been demonstrated to convey

important information about inter-regional relationship

especially the anti-correlation relationship (Murphy and

Fox, 2017). Here we observed enlarged phase lag and

weakened phase coherence with GSR. These effects

are in accord with previous findings that GSR may

remove some phase lag information especially the long

cycle durations that extend across regions which are

important for phase coherence (Zhang et al., 2019). Fur-

thermore, different phases of GS drive particular network

configurations which may contribute to phase-dependent

inter-regional relationship (Gutierrez-Barragan et al.,

2019). Therefore, the findings from data without GSR

were used as mainly results here. However, the GSR

should be considered according to specific situations

(Murphy and Fox, 2017; Zhang et al., 2019).

We also observed significant task effect in fewer links

at 0.04–0.07 Hz but no task effect at 0.01–0.1 Hz. As the

frequency band gets wider, effective task-related

information may be overrode by task-unrelated noises

(Norcia et al., 2015). This is why SSBR should be limited

in a very narrow frequency band (Silberstein, 1995;

Vialatte et al., 2010; Wang et al., 2014). However, that

does not mean these task-unrelated noises are meaning-

less since frequency-specific effects have been widely

documented in fMRI studies (He et al., 2016; Wang

et al., 2018c, Lou et al., 2019). To clarify their neural

mechanisms, future studies should test frequency-

specific inter-regional phase lag and phase coherence

at multiple different frequency bands both during resting

state and during various task states.
Behavioral association of inter-regional phase lag

High frequency phase synchronization is essential to

cognitive performance (Fries, 2015; Clouter et al.,

2017). However, it is still unknown whether and how the

infra-slow frequency phase synchronization is associated

with the efficiency of cognition. In the current study, we

observed positive correlations between RT and phase

lag in two circuits. The first circuit links the amygdala

and visual cortex which is responsible for rapid detection

of visual emotion information (Brosch and Wieser, 2011;

Wang et al., 2013), while the second circuit connects

the visual cortex and motor cortex relating to the

stimulus-reaction system (Dassonville et al., 2001;

Wang et al., 2014). Time delay analysis of regional BOLD

signals further suggests that the amygdala and lateral

occipital cortex play the leading role in these two circuits.

Positive correlations between RT and phase lag in these
two circuits suggest that the RT is determined by the

speed of both visual information detection and visual-

motor connection. Shorter phase lag in these circuits

implies faster information communication which further

leading to faster response. Therefore, inter-regional

phase lag could serve as an effective indicator of informa-

tion communication and cognitive efficiency. These

results argue that inter-regional phase delay or time delay

should vary dynamically and flexibly to adapt ever-

changing environmental stimuli and cognitive activities.
Limitations

We revealed the essential role of phase synchronization

in the infra-slow frequency range to cognition, some

limitations remain. First, frequency specificity is a vital

characteristic of low frequency neural activities and

functional connections (Zuo et al., 2010; Thompson and

Fransson, 2015; Wang et al., 2018c, 2019). It cannot be

determined whether phase lag is frequency-dependent

because only one narrow frequency band was investi-

gated here. Second, it seems that inter-regional phase

lag in the infra-slow frequency range is not directly related

to fast neuronal information transmission (Hillebrand

et al., 2016). The significance of phase lag in this fre-

quency range is largely unclear, thus warranting further

investigations. Third, many edges in the face processing

system are related to task performance. Future studies

could clarify how are these brain regions collaborate to

support the optimal performance with multivariate pattern

analysis.

In summary, phase synchronization in the infra-slow

frequency range plays essential role in cognition. Inter-

regional phase lags were reorganized in different

systems to particular non-zero delays respectively to

facilitate a specific cognitive processing. Inter-regional

phase coherence was enhanced in the cognitive

processing system, showing stronger phase-locking in

the infra-slow frequency range during cognition.

Furthermore, behavioral performance was determined

by phase lags in key circuits of information

communication. Overall, inter-regional phase

synchronization in the infra-slow frequency range is a

key mechanism of information communication and

cognitive performance.
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