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Abstract

Neuroscience has made considerable progress in unraveling the neural correlates of mental phenomena like self, consciousness, 
and perception. However, the “common currency” shared between neuronal and mental activity, brain and mind, remains yet un-
clear. In this article, we propose that the dynamics of time and space provides a “common currency” that connects neuronal and 
mental features. Time and space are here understood in a dynamic context (as in contemporary physics): that is, in terms of the 
way the brain’s spontaneous activity constructs its spatial and temporal relationships, for instance in terms of functional connec-
tivity and different frequencies of fluctuations. Recruiting recent empirical evidence, we show that the different ways in which the 
spontaneous activity constructs its “inner time and space” are manifested in distinct mental features. Specifically, we demonstrate 
how spatiotemporal mechanisms like spatiotemporal repertoire, integration, and speed yield mental features like consciousness, 
self, and time speed perception. The focus on the brain’s spatiotemporal mechanisms entails what we describe as “Spatiotem-
poral Neuroscience”. Spatiotemporal Neuroscience conceives neuronal activity in terms of its temporo-spatial dynamics rather 
than its various functions (e.g., cognitive, affective, social, etc.) as in other branches of neuroscience (as distinguished from Cog-
nitive, Affective, Cultural, Social, etc. Neuroscience). That allows Spatiotemporal Neuroscience to take into view the so-called 
‘spatio-temporality’ of mental features including their non-causal, intrinsic and transformative relationship with neuronal features. 
In conclusion, Spatiotemporal Neuroscience opens the door to investigate and ultimately reveal the brain’s own temporo-spatial 
dynamics as the hitherto missing “common currency” of neuronal and mental features.
© 2019 Elsevier B.V. All rights reserved.
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Fig. 1a. Missing “common currency” of neuronal and mental features. The figure highlights that we are currently missing those features that are 
shared and thus provide the “common currency” between neuronal and mental features.

1. Introduction

1.1. From neuronal to mental features – hypothesis of “common currency”

How can the brain bring forth the various mental features that characterize our experience? Recent investigations 
have demonstrated regions, networks, and/or frequencies involved in mental features like self [1], [2], [3], [4], [5], 
[6], [7], consciousness [8] [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], mind wandering [20], episodic 
simulation [21], empathy [22], [23], free will [24], and emotion [25], [26].

Various mechanisms like integration [16], higher-order cognitive functions [27], predictive coding [28], [29], [30], 
non-linearity and criticality [31], [32], [33], operational space-time [34], [35], and global neuronal workspace [36], 
[8], [9] have been put forward as underlying substrates of mental features (as well as several others not mentioned 
here). However, it remains difficult to demonstrate these mechanisms empirically, and all remain controversial.

The question of the connecting mechanism focuses more on an underlying commonly shared feature than on the 
differences between neuronal and mental features. Any connection of neuronal into mental features must presuppose 
some deeper underlying shared feature, a so-called “common currency”.

What exactly is meant by “common currency”? Consider economic trade by way of analogy. Global trading be-
tween different countries is possible only on the basis of a shared currency, a “common currency” like the US dollar 
in our days. Imagine, if we could only observe the global trading without knowing that the US dollar (or any other 
currency, for that matter) provides the “common currency”. We would then be puzzled about the sheer amount of 
trading between the different countries and wonder why and how they can be so closely connected and exchange so 
freely their goods.

Our little example of lacking knowledge about the “common currency” in global trading describes well the cur-
rent situation in neuroscience. Having moved beyond our neuroscientific predecessors by having developed novel 
technical tools like brain imaging, we can now observe that neuronal and mental features are closely connected with 
and dependent upon each other. However, despite all this progress, we do not yet know why and how they are so 
closely connected with each other – their “common currency” still remains elusive to us. The quest for that very same 
“common currency” is the main focus in the present paper (see Fig. 1a).

The quest and assumption of a “common currency” can be conceived an empirical hypothesis about the relationship 
between neuronal and mental features, that is, those mechanisms that allow for neuronal activity to transform into 
mental features. Focusing on the brain itself and how its mechanisms transform neuronal into mental activity, the 
“common currency” is an explicitly empirical hypothesis that connects neuroscience to contemporary physics with 
especially the latter’s view of time and space (see below) (rather than being an ontological assumption about the 
relationship between brain and mind as discussed in philosophy [37].

Taken in such empirical way, the “common currency” hypothesis must be distinguished from other neuroscientific 
hypotheses about neuro-mental relationship that focus on information [16], cognition [8], [9], embodiment [38], and 
predictive coding/free energy [30]. We will demonstrate in the last part of our paper on “Spatiotemporal Neuroscience” 
that the “common currency” hypothesis is not incompatible with these approaches as it provides an answer to the 
recent quest of a broader and unifying framework [18].
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1.2. Main and specific aims – “common currency” and “Spatiotemporal Neuroscience”

We propose that the dynamics of time and space (see below for their determination) provides the “common curren-
cy” of neuronal and mental features. This converges well with the growing recognition in neuroscience of the central 
importance of time and space as the most basic and fundamental structures of the brain [39], [40], [41] and [42], [3], 
[37], [43], [44], [45], [46], [47], [48]. For instance, [43] write at the end of their recent paper in the journal “Science”: 
“the terms ‘space’ and ‘time’, as well as other mental constructs will be part of research for years to come” (see 
also a recent special issue on “Time in the brain” in a merged edition of Trends in Cognitive Science and Trends in 
Neuroscience [46].

We here go beyond these approaches by extending the importance of time and space beyond the brain itself to 
their central role in yielding mental features. Specifically, our aim is to show how the dynamics of time and space, as 
understood in contemporary physics as distinguished from classical physics, can connect and provide the “common 
currency” of neuronal and mental features. Discussing recent empirical evidence from different examples like con-
sciousness, self, and psychiatric disorders, we suggest that the dynamics of the brain’s own “inner time and space” 
(see below) provides the “common currency” of neuronal and mental features.

The overall or main aim of our paper consists in discussing the “common currency” of neuronal and mental features. 
We propose that the dynamics of the brain’s time and space, i.e., temporo-spatial dynamics, provides the currently 
missing link between neuronal and mental features, i.e. their “common currency”. The specific aims are threefold.

First, we aim to compare different concepts of time and space as presupposed in classical and contemporary physics 
– this leads us to compare what can be described as “container vs constructions views” of time and space. We then 
characterize the brain in terms of the “construction view” of time and space when featuring its temporo-spatial dy-
namics, that is, here termed its “inner time and space”. This is the focus of the first part.

Secondly, we will discuss various examples including altered consciousness, self, and psychiatric disorders, to 
illustrate how different mechanisms within the brain’s time and space dynamics lead to different mental features. These 
so-called ‘temporo-spatial mechanisms’ provide the hitherto missing link as the “common currency” of neuronal and 
mental features. That is the focus in the second part which can be considered the core of our paper.

Thirdly, we introduce the concept of “Spatiotemporal Neuroscience” that focuses on the dynamics of the brain’s 
time and space and how that relates to mental features including their own space and time, or “spatiotemporality”. The 
determination of the brain’s neuronal activity by its temporo-spatial dynamics (rather than by specific functions) dis-
tinguishes Spatiotemporal Neuroscience from other branches of neuroscience (Cognitive, Affective, Cultural, Social, 
etc.) that characterize neuronal activity by specific functions. We conclude that we require Spatiotemporal Neuro-
science to unravel the dynamics of the brain’s time and space as “common currency” of neuronal and mental features. 
This will be discussed in the third part of our paper.

2. Part I: time and space in physics – dynamics of the brain

2.1. Dynamics in physics – “container view” vs “construction view” of time and space

In physics, the concepts of time and space can be understood in multiple ways. Classical physics (Newton, Kepler, 
Galileo, etc.) views time and space more or less as “container” or “theater” within which events or objects like the 
brain are contained and located at specific points in time and space (“events occur in time”, “the world is in space”, 
“the brain is in time and space”). This amounts to what is described as “container view” of time and space [49], 2-3.

Serving as mere container, time and space remain independent of and outside the objects or events, they contain. As 
such, time and space themselves are here understood in an absolute way. Time and space are then considered separate 
properties or substances – this leads to what is described as “substantivalism” of time and space in philosophy [49], 
2-3.

The container view of time and space carries major implications for how we conceive of the brain. Framed within 
such a container view, the brain is supposed to be “located” within absolute time and space like some kind of event or 
object. There is no intrinsic relation of the brain to its container, i.e. time and space. Instead, the brain only provides 
the neural basis for the perceptual and cognitive functions that allows us to perceive and cognize specific points in 
time and space within that very same container of absolute time and space. Neuroscience has indeed been extremely 
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Fig. 1b. “Container view” (left; container = blue frame) and “construction view” (right; construction = arrows) of time and space in brain and 
world. The left part of the figure illustrated the “container view” where space (blue frame) and time (black arrow) are conceived as container 
as being outside and thus extrinsic to brain and world. The right part illustrates the construction view where both world and brain possess, i.e., 
construct, their own time and space. This is manifest in the world’s outer time and space (relative to us as humans, the world’s time and space is 
described as “outer”) and the brain’s inner time and space (as the brain’s time and space is part of us, we describe it as “inner”).

successful in revealing the regions, networks, and frequencies mediating our perception and cognition of time and 
space, or “absolute time and space” ([43], [46]; see Fig. 1b left panel).

However, neither the “container view” nor the “substantivalism” of time and space are upheld in modern contem-
porary physics [50], [51]. Here time and space are no longer viewed as entities that, as containers, are separate and 
distinguished from the events or objects which they supposedly contain. Instead, time and space supposedly con-
sist in the continuous construction of spatiotemporal relations between the different objects or events. This amounts 
to a “construction view” of time and space that, as the construction concerns spatiotemporal relations, entails what 
philosophers describe as “relationism” [49], 2-3.

Historically, the “construction view” with “relationism” of time and space can be traced to philosophers like Leib-
niz, Bergson, Husserl, Heidegger, and Whitehead (in the western tradition) as well as to Zhuangzi and others (in the 
Chinese tradition) [52], [41] and [42], [53] and [54], [37]. The “construction view” conceives time and space in terms 
of relations between events or objects. Importantly, these spatiotemporal relations are part of the events or objects 
themselves. This is to be distinguished from the “container view” that only conceives points in time and space rather 
than spatiotemporal relation which, moreover, are not part of the events or objects themselves (see Fig. 1b right panel).

2.2. Dynamics of brain I – construction of its own inner time and space

The container view conceives the brain as part of the events and objects included and contained within absolute 
time and space. The brain is here only located and contained within time and space but does not exhibit its own time 
and space. That changes once one conceives the brain within the framework of the construction view of time. The 
brain can now be characterized by the continuous construction of spatiotemporal relations – these are described by the 
spatiotemporal dynamics of the brain’s spontaneous activity, here termed the brain’s “inner time and space” [3], [37]
which resembles what [44] describe as the brain’s “operational time-space”. In contrast, the spatiotemporal dynamics 
of the world, independent of the brain’s activity, is termed “outer time and space”.

Let us briefly illustrate the dynamics of the brain’s “inner time and space”. The brain constructs these dynamics in 
terms of different frequencies with oscillations and fluctuations [55] that show a specific temporal structure with long 
range temporal correlations (LRTC) and scale-free activity [56], [57].

As they connect different points in time by operating across different temporal scales, LRTC can be conceived 
as example of temporal relation. Specifically, LRTCs and scale-free activity reflect the relationship between different 
frequencies and thus model different points in time relative to each other – they thus can be conceived as an operational 
index of relational time that signifies the brain’s “inner time”. The data now suggest that these operational indices of 
the brain’s inner time are central in mediating mental features like self and consciousness as well as in psychiatric 
disorders – this will be illustrated in the next part of this paper.

The assumption of the brain’s inner space and time takes also centre stage in formulations of neuronal dynamics, 
like the free energy principle. This follows because the variational free energy is defined in terms of a generative model 
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– and the generative model can include beliefs about states of the world in the future; particularly the states caused by 
our own actions [58]. This leads to the notion of deep temporal models that possess a necessary temporal thickness
or depth [59]. It has been argued that a necessary characteristic of generative models that support consciousness and 
intentionality is precisely their capacity to model time into the future [2]. Put simply, if we, as on the basis of our 
brain’s spontaneous activity, did not entertain a private, inner space and time, we would never be able to plan or 
anticipate anything.

2.3. Dynamics of brain II – from physics to neuroscience

Finally, we shall emphasize that the “construction view” and its implicit emphasis on relations between events 
that define the brain’s neural activity as construction of spatiotemporal dynamics is well compatible with physics. 
Nearly all of physics, ranging from gauge theories (e.g., general relativity) to quantum mechanics can be reduced to 
a Langevin formulation of spatiotemporal dynamics [60]. Mathematically, this implies that the rate of change of any 
state is some function of that state, plus some random fluctuation:

x̂ = f (x) + ω

This equation underpins quantum mechanics (via the Schrödinger wave equation [61], statistical mechanics (via the 
Fokker Planck equation and associated ensemble dynamics) [62], [63], right through to classical mechanics (when 
the amplitude of random fluctuations tends to zero). Crucially, on the current view, the very structure of this equation 
speaks to a relational perspective in space and time. This is because the rate of change of a state with time, in its state 
space, depends upon the location within state space.

Accordingly, the distinction between inner and outer time and space that also features the brain’s intrinsic dynamics 
underwrites the fundamental dynamics upon which all of contemporary physics is based. We will now see that very 
same fundamental dynamics as being also present in the brain’s construction of its own spatiotemporal dynamics is 
central for connecting neuronal and mental features thus providing their hitherto missing “common currency”.

3. Part II: spatiotemporal mechanisms as “common currency” of neuronal and mental features

3.1. Spatiotemporal repertoire as “common currency” of brain and consciousness

3.1.1. From the spontaneous activity’s entropy and complexity to consciousness
The brain’s spontaneous activity exhibits an elaborate temporal and spatial structure with various networks orga-

nized in a certain way like a small-world [64], [48], [41] and [42], and [65], [66]. Importantly, this spatiotemporal 
structure is not static but dynamic as it constantly changes its configurations, [67] therefore speak of a “dynamic 
repertoire” that describes the range or number of different configurations the spontaneous activity’s spatiotemporal 
structure can take on. Since such a dynamic repertoire reflects the range of spatiotemporal configurations, we speak 
of “spatiotemporal repertoire” [48].

Let us illustrate the notion of spatiotemporal repertoire by Deco’s comparison of the brain’s spontaneous activity 
to a tennis player [68]. Awaiting the service of her/his opponent, the tennis player makes various moves around the 
baseline of his field to put her/himself in optimal position once the opponent’s service actually arrives. By moving 
back and forth in various ways (before the service), the tennis player constructs a virtual spatiotemporal structure along 
various dynamic trajectories – the more varied her/his spatiotemporal repertoire and trajectories, the more likely she/he 
will be able to properly respond to the opponent’s service.

How then can we measure the spontaneous activity’s spatiotemporal repertoire? First and foremost, one can mea-
sure entropy, ex. Shannon entropy, which describes the degree of order or disorder in a time series: the more uniform 
the probability distribution of the time series, the higher the degree of entropy and thus the larger the spatiotemporal 
repertoire [69]. If, in contrast, the probability of one particular value is much higher than the others, one will measure 
a low entropy – the spontaneous activity exhibits then a high degree of order with a rather limited spatiotemporal 
repertoire.

Another measure of the spontaneous activity’s spatiotemporal repertoire is complexity. Roughly, complexity, as 
indexed by Lempel-Zev complexity (LZC), describes the number of unique patterns in the time series: the higher the 
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Fig. 2a. Degrees of entropy and complexity (x-axis) in states with different levels/states of consciousness (y-axis). The figure summarizes the 
empirical data by showing how different degrees of entropy (x-axis) are related to different level/states of consciousness (y-axis) in different 
conditions.

number of unique patterns one requires to account for the whole time series, the higher the LZC, and thus the higher 
the complexity with a larger spatiotemporal repertoire [69].

Entropy and complexity of the brain’s spontaneous activity are reduced in states where the contents of conscious-
ness become sparse [70], [71], [72]. If the contents and consciousness are lost completely, entropy and complexity, 
i.e., LZC (or its perturbational variant; [72] of the spontaneous activity break down [72], [73], [74], [75], [76], [77], 
[78], [79], [80].

How about the opposite case where the contents are increased showing abnormal richness as in drug-induced psy-
chosis? Interestingly, investigations in drug-induced psychosis demonstrated increased degrees of entropy and/or com-
plexity in the spontaneous activity during different psychedelic drugs like ketamine, LSD, psilocybin, and ayahuasca 
[81], [82], [83], [84], [77]. Importantly, the degree of entropy correlates with the intensity of psychedelic experience: 
the higher the degree of entropy, i.e., disorder, the more intense the psychedelic experience with increased “richness” 
of contents [83], [40], [81], [85] (see Fig. 2a).

3.1.2. Spatiotemporal repertoire – “common currency” of brain and consciousness
The data now suggest that the spatiotemporal repertoire of the brain’s spontaneous activity is directly related to 

consciousness: higher degrees of spatiotemporal repertoire lead to increased numbers of contents in consciousness 
There thus seems to be direct relationship between the spontaneous activity’s spatiotemporal structure, here indexed by 
order and complexity, and particular mental features of consciousness. This suggests that the neuro-mental relationship 
is essentially spatiotemporal.

This spatiotemporal nature of the neuro-mental relationship is more explicated in what [86], [85] suggests as 
‘entropic brain’ hypothesis. He proposes that three main features of consciousness like (i) the richness of conscious 
experience, (ii) its information content, and (iii) subjective uncertainty are related to entropy on the neuronal level: 
the subjective uncertainty is maximized, and when neural content is completely random, the link or correspondence 
to mental representations of specific objects and situations does not matter anymore (as it may, for instance, be the 
case in extreme states of drug-induced psychosis).

Following the entropic brain hypotheses, the degree of entropy on the neuronal level of the brain translates into 
corresponding degrees of richness, information, and uncertainty on the mental level of consciousness. Higher degrees 
of entropy or disorder in the brain’s spontaneous and task-evoked activity allow for richer conscious experience, more 
information content, and higher degrees of uncertainty: the higher the degree of the spontaneous activity’s entropy, 
the higher the number of contents (‘content-richness’) with higher information and unpredictability (‘subjective un-
certainty’) in consciousness [86], [85].

Extending this hypothesis, one may want to assume that spatiotemporal order, i.e. entropy, and complexity, i.e. 
LZC, are manifest on both neuronal and mental level. On the neuronal level, spatiotemporal order and complexity 
concern the spatiotemporal pattern of neuronal activity, i.e., the degree to which it repeats or is different over time. 
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Fig. 2b. Spatiotemporal repertoire as “common currency” of the neuronal activity’s entropy (lower level) and the contents of consciousness (upper 
level). The figure shows our hypothesis that the spatiotemporal repertoire provides the “common currency” of neural activity and the contents of 
consciousness. The spatiotemporal repertoire can be measured by entropy on the neuronal level (lower part) and the number of contents on the 
mental level of consciousness (upper part).

On the mental level, spatiotemporal order and complexity may refer to the number of different contents and their 
information across time and space: higher number of contents and information across (subjective) time and space 
leads to a higher degree of spatiotemporal entropy and complexity on the mental level of consciousness (see Fig. 2b).

Future studies are warranted to measure entropy and complexity (LZC) not only on the neuronal level but also 
on the mental level of consciousness, that is, the degree of spatiotemporal order and complexity of the contents of 
consciousness. One would expect direct correspondence of both “neuronal and mental entropy/complexity” and, even 
stronger, that “neuronal repertoire” transforms “mental repertoire”. If so, spatiotemporal order and complexity can 
indeed be seen as “common currency” of the brain’s neuronal activity and the mental features of consciousness. 
Consciousness would then ultimately have spatiotemporal (rather than primarily cognitive) basis as postulated in the 
recently suggested temporo-spatial theory of consciousness (TTC) [48], [87], [41] and [42].

4. Spatiotemporal integration as “common currency” of brain and self

4.1. Spontaneous brain activity and its spatiotemporal integration

Our sense of self is a central feature of our inner mental life which is neurally mediated by specific regions. When 
asking participants to judge trait adjectives (own vs. other) or other stimuli (like auto- vs. heterobiographical events, 
or own vs. other names), the resulting task-evoked activity strongly recruits regions in the middle of the brain, the 
so-called cortical midline structure (CMS) [88], [89], [90], [1], [91], [92]. It shall be noted though, that the CMS 
are not specific to the self as they have been implicated in other internal processes like emotion regulation, mind 
wandering, and social interaction [93], [20], [94], [95], [96].

Task-evoked activity, specifically in CMS during self-reference, strongly overlaps with resting state activity in the 
default-mode network (DMN), notably in the medial prefrontal cortex (including both ventral and dorsomedial pre-
frontal cortex; VMPFC and DMPFC) [97], [98], [99], [100], [101]. In particular, the level or amplitude of task-evoked 
activity during self-referential stimuli (like the own name or trait adjectives applying to the respective person) does 
not differ or deviate much, if at all, from the level of the ongoing spontaneous activity in these regions. Therefore, we 
speak of “rest-self overlap” [102], [3] that describes the convergence or overlap between self-related task-evoked and 
spontaneous activity in specifically CMS.

What are the neural mechanisms underlying the rest-self overlap? One hallmark of the brain’s spontaneous activity 
consists in the fact that it can integrate neural activity over longer stretches of time. Integration means here that 
neuronal activities at different discrete points in time and space (as we observe it from the outside of the brain) are 
related and processed in dependence on each other: while different neuronal activities can be “located” at different 
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Fig. 3a. Power spectrum (in EEG; basis for power law exponent/PLE) (left) and correlation of PLE (y-axis) with private, public, and social 
self-consciousness (x-axis) (right). The figure shows the subjects; (each line is one subject) power spectrum (resting state EEG) on the left (x-axis 
log frequency, y-axis log power). The right part shows the correlation of the self-consciousness (y-axis) with the PLE of the resting state (x-axis) 
for private self-consciousness, public self-consciousness, and social self-consciousness.

discrete points in time and space (as we observe it from the outside of the brain), they are nevertheless “lumped” and 
processed together.

There are various measures of such spatiotemporal integration. On the spatial side, functional connectivity, mea-
suring the degree of synchronization of the time series’ of different regions, is one such measure of spatial integration. 
Temporal integration can be measured in various ways. One measure of temporal integration is scale-free or scale-
invariant activity [103], [57], [104]. Scale-free activity can be expressed in the frequency domain by the relationship 
P ∝ 1/f β where P is power, f is frequency, and β is called the power-law exponent (PLE; [105]. Scaling properties 
can also be measured in the time domain with detrended fluctuation analysis (DFA), which measures the power-
law scaling of variance as a function of the size of the window it is calculated over [56]; [106]; [103]; [57]; [107], 
[108].

Both PLE and DFA imply a scale-free, or “fractal” time series, meaning that the time series is qualitatively similar 
no matter the scale it is observed at. For such a process, patterns at smaller scales are contained within patterns at 
larger scales – indeed, such scale-free processes are typically in this nested, recursive way, as in the classic Koch 
snowflake or Cantor set. For this reason, we can conceive of these measures as measures of temporal “nestedness”: 
the faster frequencies and their power are contained and thus nested within the stronger power of the slower frequen-
cies.

In addition to PLE and DFA, one can also measure the auto-correlation of the time-series, i.e., the extent to which 
neighboring points in the time series are correlated – this amounts to what is described as auto-correlation window 
(ACW; [109], [110], [111]). Since it measures the correlation of different time points, the ACW can be conceived 
as measure of temporal continuity [112]. Finally, [57] also measured the degree of cross-frequency coupling (CFC), 
which describes the coupling of the slower frequency’s phase to the faster frequency’s amplitude [57], [104]. The CFC 
thus reflects the degree to which different frequencies are coupled, or what we term temporal coupling (see Figs. 3a
and 3b).

Taken together, all measures mentioned here, PLE, DFA, ACW, and CFC allow for measuring different facets of 
temporal integration of neuronal activity over longer stretches of time. These facets of temporal integration include 
temporal nestedness (PLE, DFA), temporal continuity (ACW), and temporal coupling (CFC).



42 G. Northoff et al. / Physics of Life Reviews 33 (2020) 34–54
Fig. 3b. Autocorrelation window (ACW) (in EEG) (left) and correlation of ACW (y-axis) with private, public, and social self-consciousness (x-axis) 
(right). The figure shows subjects’ autocorrelation windows (resting state EEG) on the left (x-axis time lag, y-axis autocorrelation). The right part 
shows the correlation of the self-consciousness (y-axis) with the autocorrelation window of the resting state (x-axis) for private self-consciousness, 
public self-consciousness, and social self-consciousness.

4.2. Spatiotemporal integration as “common currency” of brain and (sense of) self

How does the spatiotemporal integration of the brain’s spontaneous activity, as measured by PLE/DFA, ACW, and 
CFC, relate to the sense of self? Given the above-mentioned rest-self overlap, one would expect that these measures 
of the spontaneous activity’s spatiotemporal integration are directly related to self. This is exactly what we observed 
in recent studies using both fMRI and EEG where we therefore measured individual differences in subjects’ sense of 
self with a scale that includes three dimensions: private, public and social [113], [112].

In both fMRI [113] and EEG [112], we showed that individual differences in self-experience, as measured with the 
self-consciousness scale, were related to individual differences in the CMS of the spontaneous activity’s PLE/DFA, 
ACW and CFC: the higher the degree of self-consciousness, the higher the degree of LRTC and CFC as indexed by 
higher values in PLE/DFA, ACW and CFC. Most notably, these correlations only hold for private self-consciousness 
but not for the other subdimensions of the self-consciousness scale, e.g., public (“how much are your thoughts con-
cerned with other people?”) and social (“Are you afraid when speaking in front of crowds?”) self-consciousness. In 
contrast, the private self-consciousness subscore measures the tendency to focus on the own self and its inner thoughts 
as in introspection rather than on other persons.

Together, these data suggest that the spontaneous activity’s degree of spatiotemporal integration including spa-
tiotemporal nestedness, continuity, and coupling is directly related to the sense of self on the mental level, as indexed 
by the private self-consciousness scale. This raises the question whether the spatiotemporal integration on the neuronal 
level corresponds to and surfaces in analogous spatiotemporal integration on the mental level of the self. One would, 
for instance, expect that the degree of spatiotemporal continuity of neuronal activity across different points in time, as 
measured by the ACW, surfaces in analogous integration of different points in time on the psychological level of self.

Psychologically, the self has been associated with integration, as in the integrative self model of Sui [114], [5]. 
Specifically, the self supposedly integrates different functions like emotions [115], reward [116], decision making 
[117], [118], perception [119], and action [120]. Given the primary temporal nature of spatiotemporal integration, 
one would now assume that the integrative function of the self on the psychological level may mainly operate by 
integrating the different points in time associated with the different functions (e.g., affective, cognitive, sensory, motor, 
etc.) pointed out above.

For instance, perception, action, emotions, and reward all show different time scales, e.g., slower or faster, which 
may be linked and thus integrated by the self through its temporal continuity across their different points in time. The 
data show that the sense of self is associated with strong power in slower time scales entailing long cycle durations. 
These long cycle durations, in turn, are ideal to integrate and embed shorter time scales as associated with, for instance, 
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Fig. 3c. Spatiotemporal integration as “common currency” of the spontaneous activity’s temporal structure (lower level) and the integrative function 
of self (upper level). The figure shows our hypothesis that the spatiotemporal integration provides the “common currency” of neural activity and 
the integrative function of self. The spatiotemporal integration can be measured by PLE and ACW on the neuronal level (lower part) and the degree 
to which the self integrates different cognitive functions like attention, decision making, etc. (upper part).

sensory or cognitive functions – the latter will subsequently be integrated and embedded within the former. The 
exact mechanisms of such temporal integration remain unclear though. One possible mechanism could consist in 
cross-frequency coupling with the phase of the slower frequency (related to the sense of self) coupling to the amplitude 
of the faster frequency (as mediating the cognitive or sensory functions).

One would thus expect that the degree of spatiotemporal integration on the neuronal level can predict the degree 
of the self and its temporal integration across different points in time on the psychological level. Spatiotemporal 
continuity and, more generally, spatiotemporal integration would then be manifest on both neuronal and mental level 
and thus provide the “common currency” of both. In short, spatiotemporal integration may be the “common currency” 
of brain and self (see Fig. 3c).

5. Speed as “common currency” of brain and time perception

5.1. Depression and mania – abnormal inner and outer time speed perception

We so far demonstrated that spatiotemporal repertoire provides the “common currency” of brain and (contents of) 
consciousness, while spatiotemporal integration connects brain and self. Yet another mental feature is our perception 
of time speed. You may sit in a meeting which lasts for 2 hours. However, you felt and perceived the duration of 
the meeting much longer, perhaps around 3 hours, as you were completely bored and not at all interested. There is 
thus a discrepancy between the objective duration of the meeting and your subjective perception – the meeting was 
subjectively much longer than it objectively took place.

One extreme example of such objective-subjective discrepancy can be found in psychiatric disorders most notably 
in depression and mania as in bipolar disorder. Bipolar disorder is a psychiatric disorder that can be characterized by 
extreme mood fluctuations as in depression and mania with both showing abnormal experience of time and space.

Depressed bipolar patients are known to suffer from an experience of abnormal slowness in their inner time percep-
tion – they have the feeling that “nothing changes” and that time “stands still” [121]. Their “inner time speed” is thus 
extremely slow as indexed by lack of perceived change, while “outer time speed” of events in the world is perceived 
as too fast. For instance, one depressed patient told me that she did not speak at all because she subjectively perceived 
her mother to speak extremely fast – although, objectively, she knew that this was not the case. Manic patients, in 
contrast, show the opposite pattern. They perceive the outer time speed in the world as too slow, while their inner time 
speed is much faster.
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Fig. 4a. Somatomotor (SMN) and visual (VN) networks (upper) and their neural variability in mania (M) (red), depression (D), and healthy controls 
(HC) (green) in SMN and VN (lower left) and the ratios between VN and SMN (lower right). The upper part shows the anatomic characterization 
of the visual network (VN) and somatomotor network (SMN). The lower left part shows the degree of neural variability in SMN and VN in mania 
(red bars), depression (blue bars), and healthy subjects (green bars). The lower right part shows the ratios in neural variability between SMN and 
VN in mania (red bars), depression (blue bars), and healthy subjects (green bars).

5.2. Speed as “common currency” of brain and (inner and outer) time perception

One may now raise the question of how we can relate these abnormalities in time speed perception to the dynamics 
of time in the brain’s spontaneous activity. The time speed of neuronal activity can be operationalized by neuronal 
variability (defined here as standard deviation, or SD) that describes the degree to which the signal changes over time. 
If the SD is high, the fluctuations in neuronal activity are large, and the signal changes more from time point to time 
point; if, in contrast, the signal does not change much, the SD is low, indexing slow neuronal speed [121]. In short, 
we take neural variability as a proxy of neural “speed”.

Moreover, given the distinction between inner and outer time perception on the mental level, we, analogously, may 
want to distinguish between inner and outer time speed on the neuronal level. The sensorimotor network (SMN) has 
been associated with the perception of ones’ own inner time speed (see [121] for details). In contrast, we assumed 
that the primary sensory networks like the visual network (VN) may be linked to the processing of outer time speed 
as it is here where the external sensory stimuli first (neglecting subcortical regions for simplicity) contact with the 
brain. We thus conceived SD in SMN and VN as spatiotemporal proxies of inner and outer time speed on the neuronal 
level.

Following the abnormal temporality on the mental level, one would expect in depressed patients abnormally low 
SD in the SMN (“slow inner time”) and abnormally high SD in the VN (“fast outer time”). In contrast, manic subjects 
exhibiting the reverse mental pattern with fast inner time and slow outer time may show the opposite neuronal pattern, 
with high SD in the SMN and low SD in the VN. This is exactly what our results demonstrated, showing opposite 
disbalance in SD between the SMN and VN in depressed and manic BD patients – this corresponded well to the 
desynchronization between inner and outer time speed on the mental level. Healthy (and euthymic) subjects show 
more balanced in SD between SMN and VN which, on the mental level, indicates synchronization between inner and 
outer time speed perception (see [121] for details) (see Fig. 4a).

Taken together, the empirical data from bipolar disorder suggest that time speed connects neuronal and mental 
levels. Time speed is manifest in the degree of change on the neuronal level, as measured by neuronal variability in 
different networks like SMN and SN. At the same time, speed surfaces on the mental level in our perception of inner 
and outer time speed. Speed may thus provide a “common currency” of neuronal and mental activity across time (see 
Fig. 4b).
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Fig. 4b. Time speed as “common currency” between the brain’s neural variability in distinct networks (SMN, VN) (lower level) and the perceived 
time speed (upper level). The figure shows our hypothesis that time speed provides the “common currency” of neural activity and the integrative 
function of self. Time speed can be measured by neural variability on the neuronal level (lower part) and the perceived time speed on the mental 
level (upper part).

6. Part III: spatiotemporal neuroscience – a spatiotemporal approach to the neuro-mental relationship

We here focused on the dynamics of time and space in the brain’s activity and how that connects neuronal and 
mental features. Specifically, we demonstrated how the brain’s activity constructs its own dynamics of time and 
space (its so-called inner time and space), indexed by different spatiotemporal features like spatiotemporal repertoire, 
spatiotemporal integration, spatiotemporal speed. Most importantly, based on empirical findings, we showed how 
these three spatiotemporal mechanisms correspond to distinct mental features, e.g., contents of consciousness, sense 
of self, and inner and outer time speed perception.

Together, we suggest a spatiotemporal approach to the brain which amounts to what we describe as “Spatiotempo-
ral Neuroscience”. As in its name, Spatiotemporal Neuroscience conceives the brain in terms of its temporo-spatial 
dynamics rather than in terms of specific functions like cognitive, affective, social, cultural, etc. Taken in this sense, 
we deem Spatiotemporal Neuroscience essential to understand and reveal neuro-mental relationship.

We characterize Spatiotemporal Neuroscience by four main features: (i) dynamic- and rest-based approach to 
neural and mental features; (ii) spatiotemporal rather than cognitive characterization of mental features in terms of 
‘spatio-temporality’; (iii) transformative rather than causal relation between neuronal and mental features; and (iv) 
characterization of neuronal and mental features as conjugate pairs and derivatives of their underlying temporo-spatial 
dynamics. In the following we shall briefly explicate these three core features of Spatiotemporal Neuroscience (see 
Fig. 5a).

6.1. Brain – dynamics vs functions and rest vs. task

Neuroscience conceives the brain and its neural activity predominantly in terms of functions like cognitive, affec-
tive, social, sensory, motor, cultural, vegetative, and behavioral functions. This has led to the development of different 
branches of neuroscience including Affective Neuroscience [122], Cognitive Neuroscience [123], Vegetative neuro-
science [124], Social Neuroscience [125], and Cultural Neuroscience [126], [127].

The basic (sometimes hidden or implicit) presupposition shared by the various branches of neuroscience is that the 
brain’s neural activity is determined by specific functions (e.g., sensory, motor, affective, etc.). For instance, a region 
like the fusiform face area is defined by its function of processing faces, while a particular frequency like theta is 
characterized by a specific cognitive process, that is, memory [128].

Both spatial and temporal features of the brain’s activity are here thus characterized by their function – func-
tion determines activity including its spatial (like FFA) and temporal (like theta) features. The temporal and spatial 
features of the brain’s neural activity are here thus completely determined by their function. Methodologically, this 
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Fig. 5a. Characterization of Spatiotemporal Neuroscience. The figure depicts central features of Spatiotemporal Neuroscience which distinguishes 
it from other branches of neuroscience like Cognitive, Affective, Social, and Cultural Neuroscience.

function-based view naturally requires a focus on the brain’s stimulus-induced or task-evoked activity: to investigate 
the relation of neural activity to function, we need to apply specific stimuli or tasks to probe its function. The function-
based approach to the brain thus goes methodologically hand-in-hand with what we describe as ‘task-based approach’ 
in current neuroscience. The function- and task-based view of the brain is somewhat limited, however, in investigating 
mental features. This, as we assume, is based on both temporal and spatial differences. Let us start with the temporal 
differences.

Mental features cannot be limited to the short and often discrete moments in time and space as functions and their 
underlying task-evoked or stimulus-induced activity. Even though the contents of our consciousness may change and 
thus be discontinuous, consciousness itself nevertheless remains more or less continuous over time. The time scales 
mental features are thus distinct from those of affective, cognitive, etc. function and their respective neural activity. 
That is one reason why the function- and task-based view of the brain as characterized by short time scales may be 
insufficient to account for the much longer more continuous time scales of mental features.

In addition to these temporal differences, there are also spatial differences concerning their recruitment of regions 
in the brain. Various studies demonstrated that cognitive functions like attention, semantic processing, and working 
memory remain insufficient to account for the basic features of our mental like consciousness (especially its phe-
nomenal components, e.g., [129], [130], [16] and self [3], [38]). The main finding in these studies is that the regions 
related to the different cognitive functions simply do not overlap with those implicated in consciousness. Hence, in 
addition to the stated temporal differences, there also seem to be spatial differences on the neuronal level. Together, 
the temporal and spatial differences between cognitive functions and mental features make it even more pressing to 
search for alternative ways of relating neuronal and mental features, i.e., neuro-mental relationship.

Based on our examples presented above and others, we propose that the dynamic- and rest-based view of the 
brain may provide a promising option. Specifically, we discussed above three spatiotemporal mechanisms, namely 
spatiotemporal repertoire, integration, and speed, which may underlie some of these more basic phenomenal features 
of mental life. In our view, we therefore define the brain by its spatiotemporal mechanisms rather than neuro-cognitive, 
-affective, -social, etc. mechanisms that underlie their respective functions. The function-based view is here thus 
replaced by what we describe as ‘dynamic-based view’ of the brain.

The dynamic-based view of the brain also shifts the focus away from the stimulus-induced or task-evoked activity 
to its own spontaneous activity, the so-called resting state activity [131]. As explicated above, the spontaneous activity 
constructs its own inner time and space resulting in spatiotemporal dynamics. The primary focus is then on the 
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Fig. 5b. Spatiotemporal Neuroscience – dynamics- and rest-based. The figure shows how Spatiotemporal Neuroscience, as featured by dynamics 
and spontaneous activity (lower and middle part), is related to and, specifically, provides the basis and ground for other branches of neuroscience 
that focus more on function and task-evoked activity (upper part).

spontaneous activity’s temporo-spatial dynamics and how they modulate and shape subsequent stimulus-induced or 
task-evoked activity, so-called rest-stimulus interaction [132], [133].

Taken together, Spatiotemporal Neuroscience conceives the brain in terms of dynamics rather than function. 
Methodologically, that entails a shift in focus from stimulus-induced or task-evoked activity to the brain’s sponta-
neous activity, the resting state, and how that constructs the brain’s inner time and space – the task-based view is thus 
replaced by a rest-based view. Together, dynamic- and rest-based views shift the focus away from the brain’s various 
functions towards its “inner time and space” as defining feature of Spatiotemporal Neuroscience.

Note that, we do not consider Spatiotemporal Neuroscience to stand in contradiction to and/or be mutually ex-
clusive with the other branches of neuroscience. Instead, we assume that by focusing on the brain’s temporo-spatial 
dynamics and its spontaneous activity, Spatiotemporal Neuroscience provides a larger more comprehensive and even-
tually unifying framework as it provides the spatiotemporal and dynamical basis that underlies the various functions, 
e.g., cognitive, affective, sensory, motor, etc. (see Fig. 5b).

6.2. Mental features – dynamics- and rest-based approach

The function- and task-based view of the brain is also applied to mental features. For instance, the current neurosci-
entific theories of consciousness search for a specific function that defines consciousness. The Integrated Information 
Theory (IIT) defines consciousness in terms of a specific function that allows for integration, i.e., integrated infor-
mation [16]. Analogously, the Global Neuronal Workspace Theory (GNWT) conceives consciousness in terms of an 
access function, that is, access to cognitive functions and their global workspace [8], [9]. This amounts to what we 
describe as ‘functional approach’ to mental features.

Either function, integrated information and access to the global workspace, is then, in a second step, related to 
specific regions and their activity in the brain which are probed by investigating stimulus-induced or task-evoked 
activity (when comparing unconscious vs conscious stimuli/tasks or states during stimulation/task). Both IIT and 
GNWT thus presuppose a function- and task-based view of the brain. Such function- and task-based view of the brain 
is also presupposed in the case of other mental features like self when the self is conceived as integrative function 
[114] and associated with specific networks in the brain [5].

As demonstrated in our three examples, such ‘functional approach’ to mental features is no longer presupposed in 
the spatiotemporal approach to mental features. Instead of specific functions, the brain’s own spatiotemporal mecha-
nisms and their dynamics are here the starting point as they are supposed to provide the connection to mental features, 
i.e., their “common currency”. This presupposes dynamics-based rather than function-based view of the brain. More-
over, as we showed in all three mental features discussed above, i.e. consciousness, self, and time speed perception, 
the spontaneous activity and, more specifically, its dynamics, plays a central role in yielding the respective mental 
features. Methodologically, the task-based view is here thus replaced by a rest-based view of the brain.
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Together, Spatiotemporal Neuroscience suggests a dynamic- and rest-based approach to mental features. That puts 
the hitherto dominating function- and task-based approach in a wider context as it allows to unravel the dynamical 
and thus temporo-spatial mechanisms that underlie functions like integration and access to the global workspace as 
defining features of consciousness and self. We therefore do not consider Spatiotemporal Neuroscience to stand in 
contradiction to the other branches of neuroscience. Instead, Spatiotemporal Neuroscience provides a larger, more 
comprehensive, unifying framework that allows for taking into view a more intimate relationship between neuronal 
and mental features.

6.3. Mental features – ‘spatio-temporality’ as ‘subjective’ time and space

Spatiotemporal neuroscience defines the brain’s neural activity in terms of its construction of “inner time and 
space”. If that very same inner time and space is supposed to provide the bridge and thus “common currency” to 
mental features, one would expect the latter to show somewhat corresponding spatial and temporal features. Such 
spatiotemporal view of mental features seems to stand in contradiction to their traditional characterization in philos-
ophy. The early philosopher Rene Descartes could not “localize” mental features like self and consciousness in the 
“absolute time and space” of the body and the physical world, presupposing classical physics with a “container view” 
of time and space. He therefore assumed a separate atemporal and aspatial entity, the mind, as distinguished from the 
body, to which mental features could be attributed. This laid the foundation for his mind-body dualism [134], [130], 
[37].

However, as in contemporary physics the container view of time and space has been replaced by the construc-
tion view, the Cartesian view of mental features as atemporal and aspatial has also been abandoned since and 
revised by subsequent philosophers. For instance, William James presupposed consciousness as temporal when he 
spoke of a “stream of consciousness” [135], [136]. Similarly, the philosopher Edmund Husserl spoke of “inner time 
consciousness” [137]. Analogously, our experience or sense of self is also strongly temporal as characterized by 
“self-continuity” [138], [4].

Taken together, mental features are no longer conceived as a-temporal and a-spatial in current philosophy. That 
distinguishes these approaches from older traditions in philosophy that contrast the subjective nature of mental features 
with objective time and space in physics. Instead, mental features are now supposed to be spatial and temporal albeit 
in a subjective sense focusing on the experience of time and space in first-person perspective (as distinguished from 
their observation in third-person perspective). Such subjective experience of time and space in first-person perspective 
is described as ‘spatio-temporality’ [139], [121]. In short, spatio-temporality describes time and space in subjective 
(rather than objective) terms.

The subjective nature of ‘spatiotemporality’ implies that time and space in mental features are described in a virtual 
way as they cannot be observed from the outside in terms of discrete points in time and space (as in the container 
view of time and space). Instead of discrete points in time and space, spatio-temporality can be characterized by 
the subjective experience of relation between discrete points in time and space, as, for instance, in the “stream of 
consciousness” and the continuity of self. Time and space, as presupposed in spatio-temporality, are thus determined 
in a relational way and thus in exactly the same way as in the construction view of time and space in contemporary 
physics.

Taken together, time and space are defined in a relational way in both the construction view in temporary physics 
and spatio-temporality in contemporary philosophy. Next, we showed that the construction view of time and space 
also applies to the brain and, more specifically, how the spontaneous activity constructs its own inner time and space. 
That, in turn, leads us to assume that the brain’s construction of its relational “inner time and space” is transformed 
into and thus manifest in the “spatio-temporality” of mental features.

In conclusion, both spontaneous activity and mental features share one and the same concept of relational time and 
space, or temporo-spatial dynamics. Due to their shared temporo-spatial dynamics, one can hypothesize that neural 
dynamics are mental dynamics – temporo-spatial dynamics thus provides the “common currency” of neuronal and 
mental features.

Such a spatiotemporal approach has been recently developed for different mental features like consciousness in the 
“Temporo-spatial theory of consciousness” (TTC) [48], [87], [130], [37], spontaneous thought or mind wandering as 
reflected in the “Spatiotemporal theory of task-unrelated thought” (STTT) [37], and the “baseline model of self” as 
featured by its spatiotemporal characterization [3], [4], [113], [112]. Moreover, “Spatiotemporal Psychopathology” 
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Fig. 5c. Temporo-spatial view of neuro-mental transformation. The figure schematically illustrates how temporo-spatial dynamics is essential for 
transforming neural activity (lower part) into mental features (upper part). Importantly, temporo-spatial dynamics is manifest in the spontaneous 
activity’s neuronal dynamics (as it can be measured with complexity, entropy, scale-free activity, etc.) as well as in mental features where it has 
been described as ‘spatio-temporality’. Taken in such sense, both neuronal and mental features can be conceived as conjugate pairs and derivatives 
of the more basic underlying temporo-spatial dynamics (right vertical part).

conceives psychiatric symptoms in spatiotemporal terms [53] and [54], [4], [37], [45]. Finally, such a spatiotemporal 
approach also provides the bridge for linking the neuroscientific empirical investigation of mental features with more 
philosophical or ontological issues about consciousness [41] and [42], [3], [37] and mind-body problem [3], [37]. 
That, for instance, leads one to reformulate consciousness in spatiotemporal terms and the mind-body problem as 
world-brain problem [130], [3], [37].

6.4. Neuro-mental relationship – transformation vs causality

Defining mental features by specific functions, the current approaches assume causal relation between the respec-
tively underlying neuronal activity and the respective mental features. This is especially obvious in the Integration 
Information Theory (IIT) that assumes integration on the neural level to cause consciousness [16]. Similarly, neural 
activity in dorsolateral prefrontal cortex, providing supposedly access to global cognition, stands in a causal relation 
to consciousness as postulated in the GNWT [8], [9]. The relationship between neuronal and mental features is here 
thus defined by causality, here termed ‘neuro-mental causality’. The assumption of a causal relationship implies that 
the neural activity and mental activity are distinct entities – otherwise, a causal relationship would be nonsensical.

Such neuro-mental causality is no longer presupposed in the case of Spatiotemporal Neuroscience and its approach 
to mental features. Mental features are here supposed to reflect the dynamics of time and space itself rather than a 
specific function like integration or access. In short, neural dynamics are mental dynamics. No causal relationship 
is thus necessary anymore to connect neuronal and mental features – the dynamics of time and space provides an 
intrinsic and non-causal neuro-mental relationship. Neuro-mental transformation is an intrinsic (rather than extrinsic) 
feature of spatiotemporal mechanism and, more generally, the brain’s temporo-spatial dynamics. No additional ex-
trinsic ingredient (like a specific function as integration or access) is needed besides temporo-spatial dynamics and 
its spatiotemporal mechanism to allow for neuro-mental transformation. The intrinsic nature of distinguishes neuro-
mental transformation from neuro-mental causality where both neural and mental features remain extrinsic to each 
other (as otherwise the assumption of causality would not be necessary at all) (see Fig. 5c).

Presupposing such intrinsic relationship, neuronal and mental features can be conceived as features of one and the 
same underlying characteristics, that is, temporo-spatial dynamics. This marks temporo-spatial dynamics as “common 
currency” of neuronal and mental features. This can be compared to the two perspectives on one and the same train in 
the following quote: “The internal perspective can be likened to the perspective of a passenger inside a moving train, 
whereas the external perspective can be likened to the perspective of one observing the moving train from a distance” 
[140].

The data suggest that such neuro-mental transformation is based on specific spatiotemporal mechanisms and, im-
portantly, the degree to which they are expressed. For instance, stronger degrees of spatiotemporal repertoire, as 
measured by entropy, lead to higher number of contents in consciousness, i.e., extended consciousness. While a more 
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restricted spatiotemporal repertoire reduces the contents of consciousness as in sedation and, even stronger, disor-
ders of consciousness (see above). Neuro-mental transformation may thus be a function of the degree to which the 
respectively underlying spatiotemporal mechanism is expressed.

7. Conclusion

The connection between neuronal and mental states and, more generally, the link between brain and mind is one of 
the great remaining mysteries of nature. Specifically, the “common currency” connecting neuronal and mental states 
remains unclear. We have here suggested the dynamics of time and space as the yet unclear connection or “common 
currency” of brain and mind.

Presupposing a “construction view” of time and space, as in contemporary physics, we focused on various spa-
tiotemporal mechanisms how the brain constructs its “inner time and space”. We highlighted three such spatiotemporal 
mechanisms: repertoire, integration, and speed. The empirical evidence strongly suggests that these mechanisms allow 
the transformation of neuronal activity into mental features like consciousness, self, and time speed perception.

The spatiotemporal characterization requires a “spatiotemporal approach” to brain and mind, for which reason 
we speak of “Spatiotemporal Neuroscience”. Spatiotemporal Neuroscience defines the brain’s neuronal activity in 
terms of its temporo-spatial dynamics rather than by functions (cognitive, social, sensory, motor, affective, etc.). 
The spatiotemporal or dynamics-based approach to the brain allows Spatiotemporal Neuroscience to link the brain’s 
temporo-spatial dynamics to the temporo-spatial dynamics of mental features. Temporo-spatial dynamics are thus 
shared by both neuronal and mental features for which reason they provide their “common currency”: in short, neural 
dynamics are mental dynamics. This entails a transformative, intrinsic, and non-causal relationship of neuronal and 
mental features – neuro-mental transformation replaces neuro-mental causality.

In conclusion, we propose a novel empirical view of neuro-mental and, more generally, mind-brain relationship. 
Neuronal and mental features are here conceived as derivatives and conjugate pairs of a commonly shared underlying 
feature, temporospatial dynamics, which provides their “common currency”. Importantly, our Spatiotemporal Neuro-
science approach aligns neuroscience, in its search for the neural basis of mental features with contemporary physics 
as hallmarked by its construction view of time and space. Such alignment with physics, in turn, opens novel doors and 
methodological tools to investigate the neuro-mental relationship in neuroscience.

Acknowledgements

This project/research has received funding from the European Union’s Horizon 2020 Framework Programme for 
Research and Innovation under the Specific Grant Agreement No. 785907 (Human Brain Project SGA2). GN is 
grateful for funding provided by UMRF, uOBMRI, CIHR and PSI.

References

[1] Northoff G, Heinzel A, de Greck M, Bermpohl F, Dobrowlny H, Panksepp J. Self-referential processing in our brain–a meta-analysis of 
imaging studies on the self. NeuroImage 2006;31:440–57. https://doi .org /10 .1016 /j .neuroimage .2005 .12 .002.

[2] Friston K. Am I self-conscious? (Or does self-organization entail self-consciousness?). Front Psychol 2018. https://doi .org /10 .3389 /fpsyg .
2018 .00579.

[3] Northoff G. Neurophilosophy of the healthy mind: learning from the unwell brain. Norton; 2016.
[4] Northoff G. Personal identity and cortical midline structure (CMS): do temporal features of CMS neural activity transform into “self-

continuity”? Psychol Inq 2017;28:121–31. https://doi .org /10 .1080 /1047840X .2017 .1337396.
[5] Arbabshirani MR, Plis S, Sui J, Calhoun VD. Single subject prediction of brain disorders in neuroimaging: promises and pitfalls. NeuroImage 

2017;145:137–65. https://doi .org /10 .1016 /j .neuroimage .2016 .02 .079.
[6] Hu C, Di X, Eickhoff SB, Zhang M, Peng K, Guo H, et al. Distinct and common aspects of physical and psychological self representation 

in the brain: a meta-analysis of self-referential judgements. Neurosci Biobehav Rev 2016;61:197–207. https://doi .org /10 .1016 /j .neubiorev.
2015 .12 .003.

[7] Murray RJ, Schaer M, Debbane M. Degrees of separation: a quantitative neuroimaging meta-analysis investigating self-specificity and shared 
neural activation between self- and other-reflection. Neurosci Behav Rev 2012;36:1043–59. https://doi .org /10 .1016 /j .neubiorev.2011 .12 .013.

[8] Dehaene S, Charles L, King JR, Marti S. Toward a computational theory of conscious processing. Curr Opin Neurobiol 2014;25:76–84. 
https://doi .org /10 .1016 /j .conb.2013 .12 .005.

[9] Dehaene S, Lau H, Kouider S. What is consciousness, and could machines have it? Science 2017;358:486–92. https://doi .org /10 .1126 /
science .aan8871.

https://doi.org/10.1016/j.neuroimage.2005.12.002
https://doi.org/10.3389/fpsyg.2018.00579
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib33s1
https://doi.org/10.1080/1047840X.2017.1337396
https://doi.org/10.1016/j.neuroimage.2016.02.079
https://doi.org/10.1016/j.neubiorev.2015.12.003
https://doi.org/10.1016/j.neubiorev.2011.12.013
https://doi.org/10.1016/j.conb.2013.12.005
https://doi.org/10.1126/science.aan8871
https://doi.org/10.3389/fpsyg.2018.00579
https://doi.org/10.1016/j.neubiorev.2015.12.003
https://doi.org/10.1126/science.aan8871


G. Northoff et al. / Physics of Life Reviews 33 (2020) 34–54 51
[10] Singer W. Consciousness and the binding problem. Ann NY Acad Sci 2001;929:123–46.
[11] Engel AK, Fries P, Singer W. Dynamic predictions: oscillations and synchrony in top–down processing. Nat Rev Neurosci 2001;2:704–16. 

https://doi .org /10 .1038 /35094565.
[12] Searle JR. How to study consciousness scientifically. Philos Trans R Soc Lond B, Biol Sci 1998;353:1935–42. https://doi .org /10 .1098 /rstb.

1998 .0346.
[13] Searle JR. Consciousness. Annu Rev Neurosci 2000;23:557–78. https://doi .org /10 .1146 /annurev.neuro .23 .1 .557.
[14] Mudrik L, Faivre N, Koch C. Information integration without awareness. Trends Cogn Sci 2014;18:488–96. https://doi .org /10 .1016 /j .tics .

2014 .04 .009.
[15] Mudrik L. The primary (dis)function of consciousness: (non)integration. Behav Brain Sci 2016:39:e189. https://doi .org /10 .1017 /

S0140525X15002198.
[16] Tononi G, Boly M, Massimini M, Koch C. Integrated information theory: from consciousness to its physical substrate. Nat Rev Neurosci 

2016;17:450–61. https://doi .org /10 .1038 /nrn .2016 .44.
[17] Koch C, Massimini M, Boly M, Tononi G. Neural correlates of consciousness: progress and problems. Nat Rev Neurosci 2016;17:307–21. 

https://doi .org /10 .1038 /nrn .2016 .22.
[18] Koch C. What is consciousness? Nature 2018;557:S8–12. https://doi .org /10 .1038 /d41586 -018 -05097 -x.
[19] Boly M, Massimini M, Tsuchiya N, Postle BR, Koch C, Tononi G. Are the neural correlates of consciousness in the front or in the back of 

the cerebral cortex? J Neurosci 2017;37:9603–13. https://doi .org /10 .1523 /JNEUROSCI .3218 -16 .2017.
[20] Christoff K, Irving ZC, Fox KC, Spreng RN, Andrews-Hanna JR. Mind-wandering as spontaneous thought: a dynamic framework. Nat Rev 

Neurosci 2016;17:718–31. https://doi .org /10 .1038 /nrn .2016 .113.
[21] Schacter DL, Addis DR, Hassabis D, Martin VC, Spreng RN, Szpunar KK. The future of memory: remembering, imagining, and the brain. 

Neuron 2012;76:677–94. https://doi .org /10 .1016 /j .neuron .2012 .11 .001.
[22] Fan Y, Duncan NW, de Greck M, Northoff G. Is there a core neural network in empathy? An fMRI based quantitative meta-analysis. Neurosci 

Biobehav Rev 2011;35:903–11. https://doi .org /10 .1016 /j .neubiorev.2010 .10 .009.
[23] Decety J, Bartal IB, Uzefovsky F, Knafo-Noam A. Empathy as a driver of prosocial behaviour: highly conserved neurobehavioural mecha-

nisms across species. Philos Trans R Soc Lond B, Biol Sci 2016;371:20150077. https://doi .org /10 .1098 /rstb.2015 .0077.
[24] Haggard P. The neurocognitive bases of human volition. Annu Rev Psychol 2019;70:9–28. https://doi .org /10 .1146 /annurev -psych -010418 -

103348.
[25] LeDoux J, Daw ND. Surviving threats: neural circuit and computational implications of a new taxonomy of defensive behaviour. Nat Rev 

Neurosci 2018;19:269–82. https://doi .org /10 .1038 /nrn .2018 .22.
[26] Panskepp J. The psycho-neurology of cross-species affective/social neuroscience: understanding animal affective states as a guide to devel-

opment of novel psychiatric treatments. Curr Top Behav Neurosci 2017;30:109–25. https://doi .org /10 .1007 /7854 _2016 _458.
[27] Lau H, Rosenthal D. Empirical support for higher-order theories of conscious awareness. Trends Cogn Sci 2011;15:365–73. https://doi .org /

10 .1016 /j .tics .2011 .05 .009.
[28] Hohwy J. The predictive mind. New York: Oxford University Press; 2014.
[29] Clark A. Surfing uncertainty: prediction, action, and the embodied mind. Oxford Scholarship Online; 2013.
[30] Friston K. The free-energy principle: a unified brain theory?. Nat Rev Neurosci 2010;11:127–38. https://doi .org /10 .1038 /nrn2787.
[31] Cocchi L, Gollo LL, Zalesky A, Breakspear M. Criticality in the brain: a synthesis of neurobiology, models and cognition. Prog Neurobiol 

2017;158:132–52. https://doi .org /10 .1016 /j .pneurobio .2017 .07 .002.
[32] Gollo LL, Zalesky A, Hutchison RM, van den Heuvel M, Breakspear M. Dwelling quietly in the rich club: brain network determinants of 

slow cortical fluctuations. Philos Trans R Soc Lond B, Biol Sci 2015;370:20140165. https://doi .org /10 .1098 /rstb.2014 .0165.
[33] Gollo LL, Roberts JA, Cocchi L. Mapping how local perturbations influence systems-level brain dynamics. NeuroImage 2017;160:97–112. 

https://doi .org /10 .1016 /j .neuroimage .2017 .01 .057.
[34] Fingelkurts AA, Neves CF. Natural world physical, brain operational, and mind phenomenal space–time. Phys Life Rev 2010;7:195–249. 

https://doi .org /10 .1016 /j .plrev.2010 .04 .001.
[35] Fingelkurts AA, Neves CFH. Mind the physics: physics of mind: comment on “Physics of mind: experimental confirmations of theoretical 

predictions”. Phys Life Rev 2018;25:75–7. https://doi .org /10 .1016 /j .plrev.2018 .01 .012.
[36] Dehaene S, Changeux JP. Experimental and theoretical approaches to conscious processing. Neuron 2011;70:200–27. https://doi .org /10 .

1016 /j .neuron .2011 .03 .018.
[37] Northoff G. The spontaneous brain. From the mind-body problem to the world-brain problem. Cambridge: MIT Press; 2018.
[38] Tallon-Baudry C, Campana F, Park HD, Babo-Rebelo M. The neural monitoring of visceral inputs, rather than attention, accounts for 

first-person perspective in conscious vision. Cortex 2018;102:139–49. https://doi .org /10 .1016 /j .cortex .2017 .05 .019.
[39] Atasoy S, Donnelly I, Pearson J. Human brain networks function in connectome-specific harmonic waves. Nat Commun 2016;7:10340. 

https://doi .org /10 .1038 /ncomms10340.
[40] Atasoy S, Deco G, Kringelbach ML, Pearson J. Harmonic brain modes: a unifying framework for linking space and time in brain dynamics. 

Neuroscientist 2018;24:277–93.
[41] Northoff G. Unlocking the brain. Volume I: coding. New York: Oxford University Press; 2014.
[42] Northoff G. Unlocking the brain. Volume II: consciousness. New York: Oxford University Press; 2014.
[43] Buzsaki G, Llinas R. Space and time in the brain. Science 2017;358:482–5. https://doi .org /10 .1126 /science .aan8869.
[44] Fingelkurts AA, Neves CF. Natural world physical, brain operational, and mind phenomenal space-time. Phys Life Rev 2010;7:195–249. 

https://doi .org /10 .1016 /j .plrev.2010 .04 .001.
[45] Fingelkurts AA, Neves CF. Brain space and time in mental disorders: paradigm shift in biological psychiatry. Int J Psychiatry Med 

2019;54:53–6. https://doi .org /10 .1177 /0091217418791438.

http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3130s1
https://doi.org/10.1038/35094565
https://doi.org/10.1098/rstb.1998.0346
https://doi.org/10.1146/annurev.neuro.23.1.557
https://doi.org/10.1016/j.tics.2014.04.009
https://doi.org/10.1017/S0140525X15002198
https://doi.org/10.1038/nrn.2016.44
https://doi.org/10.1038/nrn.2016.22
https://doi.org/10.1038/d41586-018-05097-x
https://doi.org/10.1523/JNEUROSCI.3218-16.2017
https://doi.org/10.1038/nrn.2016.113
https://doi.org/10.1016/j.neuron.2012.11.001
https://doi.org/10.1016/j.neubiorev.2010.10.009
https://doi.org/10.1098/rstb.2015.0077
https://doi.org/10.1146/annurev-psych-010418-103348
https://doi.org/10.1038/nrn.2018.22
https://doi.org/10.1007/7854_2016_458
https://doi.org/10.1016/j.tics.2011.05.009
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3238s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3239s1
https://doi.org/10.1038/nrn2787
https://doi.org/10.1016/j.pneurobio.2017.07.002
https://doi.org/10.1098/rstb.2014.0165
https://doi.org/10.1016/j.neuroimage.2017.01.057
https://doi.org/10.1016/j.plrev.2010.04.001
https://doi.org/10.1016/j.plrev.2018.01.012
https://doi.org/10.1016/j.neuron.2011.03.018
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3337s1
https://doi.org/10.1016/j.cortex.2017.05.019
https://doi.org/10.1038/ncomms10340
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3430s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3430s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3431s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3432s1
https://doi.org/10.1126/science.aan8869
https://doi.org/10.1016/j.plrev.2010.04.001
https://doi.org/10.1177/0091217418791438
https://doi.org/10.1098/rstb.1998.0346
https://doi.org/10.1016/j.tics.2014.04.009
https://doi.org/10.1017/S0140525X15002198
https://doi.org/10.1146/annurev-psych-010418-103348
https://doi.org/10.1016/j.tics.2011.05.009
https://doi.org/10.1016/j.neuron.2011.03.018


52 G. Northoff et al. / Physics of Life Reviews 33 (2020) 34–54
[46] Drayton L, Furman M. Thy mind, thy brain and time. Trends Neurosci 2018;41:641–3. https://doi .org /10 .1016 /j .tins .2018 .09 .001.
[47] Friston K, Buzsaki G. The functional anatomy of time: what and when in the brain. Trends Cogn Sci 2016;20:500–11. https://doi .org /10 .

1016 /j .tics .2016 .05 .001.
[48] Northoff G, Huang Z. How do the brain’s time and space mediate consciousness and its different dimensions? Temporo-spatial theory of 

consciousness (TTC). Neurosci Biobehav Rev 2017;28:630–45. https://doi .org /10 .1016 /j .neubiorev.2017 .07 .013.
[49] Dainton B. Time and space. Montreal: McGill University Press; 2010.
[50] Weinert F. The march of time. New York: Springer; 2013.
[51] Smolin L. Time reborn: from the crisis in physics to the future of the universe. Houghton Mifflin Harcourt; 2013.
[52] Northoff G, Cheng K. Time in east and west – a comparison between Zhuangzi and Leibniz; 2019.
[53] Northoff G. Spatiotemporal psychopathology I: no rest for the brain’s resting state activity in depression? Spatiotemporal psychopathology 

of depressive symptoms. J Affect Disord 2016;190:853–66. https://doi .org /10 .1016 /j .jad .2015 .05 .007.
[54] Northoff G. Spatiotemporal psychopathology II: how does a psychopathology of the brain’s resting state look like? Spatiotemporal approach 

and the history of psychopathology. J Affect Disord 2016;190:867–79. https://doi .org /10 .1016 /j .jad .2015 .05 .008.
[55] Nuzsaki G, Draguhn A. Neuronal oscillations in cortical networks. Science 2004;304:1926–9. https://doi .org /10 .1126 /science .1099745.
[56] Linkenkaer-Hansen K, Smit DJ, de Geus EJ. Long-range temporal correlations and scaling behavior in human brain oscillations. J Neurosci 

2001;21:11212–20. https://doi .org /10 .1523 /JNEUROSCI .2816 -12 .2013.
[57] He BJ, Zempel JM, Snyder AZ, Raichle ME. The temporal structures and functional significance of scale-free brain activity. Neuron 

2010;66:353–69. https://doi .org /10 .1016 /j .neuron .2010 .04 .020.
[58] Friston K, Kilner J, Harrison L. A free energy principle for the brain. J Physiol 2006;100:70–87. https://doi .org /10 .1016 /j .jphysparis .2006 .

10 .001.
[59] Seth AK, Friston KJ. Active interoceptive inference and the emotional brain. Philos Trans R Soc Lond B, Biol Sci 2016;370:20160007. 

https://doi .org /10 .1098 /rstb.2016 .0007.
[60] Sekimoto K. Langevin equation and thermodynamics. Prog Theor Phys Suppl 1998;130:17–27. https://doi .org /10 .1143 /PTPS .130 .17.
[61] Ballentine LE. The statistical interpretation of quantum mechanics. Rev Mod Phys 1970;42:358.
[62] Ao P. Emerging of stochastic dynamical equalities and steady state thermodynamics from Darwinian dynamics. Commun Theor Phys 

2008;49:1073–90. https://doi .org /10 .1088 /0253 -6102 /49 /5 /01.
[63] Seifert U. Stochastic thermodynamics, fluctuation theorems and molecular machines. Rep Prog Phys 2012;75:126001. https://doi .org /10 .

1088 /0034 -4885 /75 /12 /126001.
[64] Sporns O. Networks of the brain. Cambridge: MIT Press; 2009.
[65] Raichle ME. A brief history of human brain mapping. Trends Neurosci 2009;32:118–26. https://doi .org /10 .1016 /j .tins .2008 .11 .001.
[66] Raichle ME. The brain’s default mode network. Annu Rev Neurosci 2015;38:233–47. https://doi .org /10 .1146 /annurev -neuro -071013 -

014030.
[67] Hudetz AG, Liu X, Pillay S. Dynamic repertoire of intrinsic brain states is reduced in propofol-induced unconsciousness. Brain Connect 

2015;5:10–22. https://doi .org /10 .1089 /brain .2014 .0230.
[68] Deco G, Jirsa V, McIntosh AR, Sporns O, Kotter R. Key role of coupling, delay, and noise in resting brain fluctuations. Proc Natl Acad Sci 

USA 2009;106:10302–7. https://doi .org /10 .1073 /pnas .0901831106.
[69] Bravi A, Longtin A, Seely AJ. Review and classification of variability analysis techniques with clinical applications. Biomed Eng Online 

2011;10:90. https://doi .org /10 .1186 /1475 -925X -10 -90.
[70] Lewis LD, Weiner VS, Mukamel EA, Donoghue JA, Eskandar EN, Madsen JR, et al. Rapid fragmentation of neuronal networks at the onset 

of propofol-induced unconsciousness. Proc Natl Acad Sci USA 2012;109:E3377-86. https://doi .org /10 .1073 /pnas .1210907109.
[71] Rosanova M, Gosseries O, Casarotto S, Boly M, Casali AG, Bruno MA, et al. Recovery of cortical effective connectivity and recovery of 

consciousness in vegetative patients. Brain 2012;135:1308–20. https://doi .org /10 .1093 /brain /awr340.
[72] Casali AG, Gosseries O, Rosanova M, Boly M, Sarasso S, Casali KR, et al. A theoretically based index of consciousness independent of 

sensory processing and behavior. Sci Transl Med 2013;5:198ra105. https://doi .org /10 .1126 /scitranslmed .3006294.
[73] Gosseries O, Schnakers C, Ledoux D, Vanhaudenhuyse A, Bruno MA, Demertzi A, et al. Automated EEG entropy measurements in coma, 

vegetative state/unresponsive wakefulness syndrome and minimally conscious state. Funct Neurol 2011;16:25–30.
[74] Chennu S, Finoia P, Kamau E, Allanson J, Williams GB, Monti MM, et al. Spectral signatures of reorganised brain networks in disorders of 

consciousness. PLoS Comput Biol 2014:10:e1003887. https://doi .org /10 .1371 /journal .pcbi .1003887.
[75] King J, Dehaen S. Characterizing the dynamics of mental representations: the temporal generalization method. Trends Cogn Sci 

2014;18:203–10. https://doi .org /10 .1016 /j .tics .2014 .01 .002.
[76] Marinazzo D, Gosseries O, Boly M, Ledoux D, Rosanova M, Massimini M, et al. Directed information transfer in scalp electroencephalo-

graphic recordings insights on disorders of consciousness. Clin EEG Neurosci 2014;45:33–9. https://doi .org /10 .1177 /1550059413510703.
[77] Tagliazucchi E, Laufs H. Decoding wakefulness levels from typical fMRI resting-state data reveals reliable drifts between wakefulness and 

sleep. Neuron 2014;82:695–708. https://doi .org /10 .1016 /j .neuron .2014 .03 .020.
[78] Barttfeld P, Uhrig L, Sitt JD, Sigman M, Jarraya B, Dehaene S. Signature of consciousness in the dynamics of resting-state brain activity. 

Proc Natl Acad Sci USA 2015;112:887–92. https://doi .org /10 .1073 /pnas .1418031112.
[79] Hudtez AG, Liu X, Pillay S. Dynamic repertoire of intrinsic brain states is reduced in propofol-induced unconsciousness. Brain Connect 

2015;5:10–22. https://doi .org /10 .1089 /brain .2014 .0230.
[80] Sarasso S, Boly M, Napolitani M, Gosseries O, Charland-Verville V, Casarotto S, et al. Consciousness and complexity during unresponsive-

ness induced by propofol, xenon, and ketamine. Curr Biol 2015;25:3099–105. https://doi .org /10 .1016 /j .cub.2015 .10 .014.
[81] Schartner MM, Carhart-Harris RL, Barrett AB, Seth AK, Muthukumaraswamy SD. Increased spontaneous MEG signal diversity for psy-

choactive doses of ketamine, LSD and psilocybin. Sci Rep 2017;7:46421. https://doi .org /10 .1038 /srep46421.

https://doi.org/10.1016/j.tins.2018.09.001
https://doi.org/10.1016/j.tics.2016.05.001
https://doi.org/10.1016/j.neubiorev.2017.07.013
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3439s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3530s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3531s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3532s1
https://doi.org/10.1016/j.jad.2015.05.007
https://doi.org/10.1016/j.jad.2015.05.008
https://doi.org/10.1126/science.1099745
https://doi.org/10.1523/JNEUROSCI.2816-12.2013
https://doi.org/10.1016/j.neuron.2010.04.020
https://doi.org/10.1016/j.jphysparis.2006.10.001
https://doi.org/10.1098/rstb.2016.0007
https://doi.org/10.1143/PTPS.130.17
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3631s1
https://doi.org/10.1088/0253-6102/49/5/01
https://doi.org/10.1088/0034-4885/75/12/126001
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3634s1
https://doi.org/10.1016/j.tins.2008.11.001
https://doi.org/10.1146/annurev-neuro-071013-014030
https://doi.org/10.1089/brain.2014.0230
https://doi.org/10.1073/pnas.0901831106
https://doi.org/10.1186/1475-925X-10-90
https://doi.org/10.1073/pnas.1210907109
https://doi.org/10.1093/brain/awr340
https://doi.org/10.1126/scitranslmed.3006294
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3733s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3733s1
https://doi.org/10.1371/journal.pcbi.1003887
https://doi.org/10.1016/j.tics.2014.01.002
https://doi.org/10.1177/1550059413510703
https://doi.org/10.1016/j.neuron.2014.03.020
https://doi.org/10.1073/pnas.1418031112
https://doi.org/10.1089/brain.2014.0230
https://doi.org/10.1016/j.cub.2015.10.014
https://doi.org/10.1038/srep46421
https://doi.org/10.1016/j.tics.2016.05.001
https://doi.org/10.1016/j.jphysparis.2006.10.001
https://doi.org/10.1088/0034-4885/75/12/126001
https://doi.org/10.1146/annurev-neuro-071013-014030


G. Northoff et al. / Physics of Life Reviews 33 (2020) 34–54 53
[82] Viol A, Palhano-Fontes F, Onias H, de Araujo DB, Viswanathan GM. Shannon entropy of brain functional complex networks under the 
influence of the psychedelic Ayahuasca. Sci Rep 2017;7:7388. https://doi .org /10 .1038 /s41598 -017 -06854 -0.

[83] Atasoy S, Roseman L, Kaelen M, Kringelbach ML, Deco G, Carhart-Harris RL. Connectome-harmonic decomposition of human brain 
activity reveals dynamical repertoire re-organization under LSD. Nat Commun 2017;7:17661. https://doi .org /10 .1038 /s41598 -017 -17546 -0.

[84] Tagliazucchi E, Laufs H. Decoding wakefulness levels from typical fMRI resting-state data reveals reliable drifts between wakefulness and 
sleep. Neuron 2014;82:695–708. https://doi .org /10 .1016 /j .neuron .2014 .03 .020.

[85] Carhart-Harris RL. The entropic brain – revisited. Neuropharmacology 2018;142:167–78. https://doi .org /10 .1016 /j .neuropharm .2018 .03 .010.
[86] Carhart-Harris RL. The entropic brain: a theory of conscious states informed by neuroimaging research with psychedelic drugs. Front Human 

Neurosci 2014;8:20. https://doi .org /10 .3389 /fnhum .2014 .00020.
[87] Northoff G. Brain and self – a neurophilosophical account. Child Adolesc Psychiatry Ment Health 2013;7:28. https://doi .org /10 .1186 /1753 -

2000 -7 -28.
[88] Northoff G, Bermpohl F. Cortical midline structures and the self. Trends Cogn Sci 2004;8:102–7. https://doi .org /10 .1016 /j .tics .2004 .01 .004.
[89] Murray RJ, Schaer M, Debbane M. Degrees of separation: a quantitative neuroimaging meta-analysis investigating self-specificity and shared 

neural activation between self- and other-reflection. Neurosci Biobehav Rev 2012;36:1043–59. https://doi .org /10 .1016 /j .neubiorev.2011 .12 .
013.

[90] Murray RJ, Debbane M, Fox PT, Bzdok D, Eickhoff SB. Functional connectivity mapping of regions associated with self- and other-
processing. Hum Brain Mapp 2015;36:1304–24. https://doi .org /10 .1002 /hbm .22703.

[91] van der Meer L, Costafreda S, Aleman A, David AS. Self-reflection and the brain: a theoretical review and meta-analysis of neuroimaging 
studies with implications for schizophrenia. Neurosci Biobehav Rev 2010;34:935–46. https://doi .org /10 .1016 /j .neubiorev.2009 .12 .004.

[92] Huang Z, Dair R, Wu X, Yang Z, Liu D, Hu J, et al. The self and its resting state in consciousness: an investigation of the vegetative state. 
Hum Brain Mapp 2014;35:1997–2008. https://doi .org /10 .1002 /hbm .22308.

[93] Christoff K, Gordon AM, Smallwood J, Smith R, Schooler JW. Experience sampling during fMRI reveals default network and executive 
system contributions to mind wandering. Proc Natl Acad Sci 2009;106:8719–24. https://doi .org /10 .1073 /pnas .0900234106.

[94] Spreng RN, Mar RA, Kim AS. The common neural basis of autobiographical memory, prospection, navigation, theory of mind, and the 
default mode: a quantitative meta-analysis. J Cogn Neurosci 2009;21:489–510. https://doi .org /10 .1162 /jocn .2008 .21029.

[95] Schillbach L. From one to many: representing not only actions, but interactions in the brain. Trends Cogn Sci 2019;23:5–6. https://doi .org /
10 .1016 /j .tics .2018 .10 .007.

[96] Schillbach L, Timmermans B, Reddy V, Costall A, Bente G, Schlicht T, et al. Toward a second-person neuroscience. Behav Brain Sci 
2013;36:393–414. https://doi .org /10 .1017 /S0140525X12000660.

[97] D’Argembeau A, Collette F, Van der Linden M, Laureys S, Del Fiore G, Degueldre C, et al. Self-referential reflective activity and its 
relationship with rest: a PET study. NeuroImage 2005;25:616–24. https://doi .org /10 .1016 /j .neuroimage .2004 .11 .048.

[98] Schneider F, Bermpohl F, Heinzel A, Rotte M, Walter M, Tempelmann C, et al. The resting brain and our self: self-relatedness modulates 
resting state neural activity in cortical midline structures. Neuroscience 2008;157:120–31. https://doi .org /10 .1016 /j .neuroscience .2008 .08 .
014.

[99] Qin P, Northoff G. How is our self related to midline regions and the default-mode network?. NeuroImage 2011:1221–33.
[100] Whitfield-Gabrieli S, Moran JM, Nieto-Castanon A, Triantafyllou C, Saxe R, Gabrieli JD. Associations and dissociations between default 

and self-reference networks in the human brain. NeuroImage 2011;55:225–32. https://doi .org /10 .1016 /j .neuroimage .2010 .11 .048.
[101] Davey CG, Pujol J, Harrison BJ. Mapping the self in the brain’s default mode network. NeuroImage 2016;132:390–7. https://doi .org /10 .

1016 /j .neuroimage .2016 .02 .022.
[102] Bai Y, Nakao T, Xu J, Qin P, Chaves P, Heinzel A, et al. Resting state glutamate predicts elevated pre-stimulus alpha during self-relatedness: 

a combined EEG-MRS study on “rest-self overlap”. Soc Neurosci 2016;113:249–63. https://doi .org /10 .1080 /17470919 .2015 .1072582.
[103] Haimovici A, Tagliazucci E, Balenzuela P, Chialvo DR. Brain organization into resting state networks emerges at criticality on a model of 

the human connectome. Phys Rev Lett 2013;110:178101. https://doi .org /10 .1103 /PhysRevLett .110 .178101.
[104] He BJ. Scale-free brain activity: past, present, and future. Trends Cogn Sci 2014;18:480–7. https://doi .org /10 .1016 /j .tics .2014 .04 .003.
[105] He BJ. Scale-free properties of the functional magnetic resonance imaging signal during rest and task. J Neurosci 2011;31:13786–95. https://

doi .org /10 .1523 /JNEUROSCI .2111 -11 .2011.
[106] Manning JR, Jacob J, Fried I, Kahana MJ. Broadband shifts in local field potential power spectra are correlated with single-neuron spiking 

in humans. J Neurosci 2009;29:13613–20. https://doi .org /10 .1523 /JNEUROSCI .2041 -09 .2009.
[107] Palva JM, Zhigalov A, Hirvonen O, Korhonen O, Linkenkaer-Hansen K, Plava S. Neuronal long-range temporal correlations and avalanche 

dynamics are correlated with behavioral scaling laws. Proc Natl Acad Sci USA 2013;110:3585–90. https://doi .org /10 .1073 /pnas .1216855110.
[108] Hardstone R, Poil SS, Schiavone G, Jansen R, Nikulin VV, Mansvelder HD, et al. Detrended fluctuation analysis: a scale-free view on 

neuronal oscillations. Front Physiol 2012;3:450. https://doi .org /10 .3389 /fphys .2012 .00450.
[109] Honey CJ, Thesen T, Donner TH, Silbert LJ, Carlson CE, Devinsky O, et al. Slow cortical dynamics and the accumulation of information 

over long timescales. Neuron 2012;76:423–34. https://doi .org /10 .1016 /j .neuron .2012 .08 .011.
[110] Murray JD, Bernacchia A, Freedman DJ, Romo R, Wallis JD, Cai X, et al. A hierarchy of intrinsic timescales across primate cortex. Nat 

Neurosci 2014;17:1661–3. https://doi .org /10 .1038 /nn .3862.
[111] Huang Z, Zhang J, Wu J, Liu X, Xu J, Zhang J, et al. Disrupted neural variability during propofol-induced sedation and unconsciousness. 

Hum Brain Mapp 2018;39:4533–44. https://doi .org /10 .1002 /hbm .24304.
[112] Wolff A, Di Giovanni DA, Gomez-Pilar J, Nakao T, Huang Z, Longtin A, et al. The temporal signature of self: temporal measures of 

resting-state EEG predict self-consciousness. Hum Brain Mapp 2019;40:789–803. https://doi .org /10 .1002 /hbm .24412.
[113] Huang Z, Zhang J, Longtin A, Dumont G, Duncan NW, Pokorny J, et al. Is there a non-additive interaction between resting state and 

stimulus-induced activity? Phase dependency and the spontaneous activity’s temporal structure. Cereb Cortex 2016;27:1037–59. https://
doi .org /10 .1093 /cercor /bhv288.

https://doi.org/10.1038/s41598-017-06854-0
https://doi.org/10.1038/s41598-017-17546-0
https://doi.org/10.1016/j.neuron.2014.03.020
https://doi.org/10.1016/j.neuropharm.2018.03.010
https://doi.org/10.3389/fnhum.2014.00020
https://doi.org/10.1186/1753-2000-7-28
https://doi.org/10.1016/j.tics.2004.01.004
https://doi.org/10.1016/j.neubiorev.2011.12.013
https://doi.org/10.1002/hbm.22703
https://doi.org/10.1016/j.neubiorev.2009.12.004
https://doi.org/10.1002/hbm.22308
https://doi.org/10.1073/pnas.0900234106
https://doi.org/10.1162/jocn.2008.21029
https://doi.org/10.1016/j.tics.2018.10.007
https://doi.org/10.1017/S0140525X12000660
https://doi.org/10.1016/j.neuroimage.2004.11.048
https://doi.org/10.1016/j.neuroscience.2008.08.014
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib3939s1
https://doi.org/10.1016/j.neuroimage.2010.11.048
https://doi.org/10.1016/j.neuroimage.2016.02.022
https://doi.org/10.1080/17470919.2015.1072582
https://doi.org/10.1103/PhysRevLett.110.178101
https://doi.org/10.1016/j.tics.2014.04.003
https://doi.org/10.1523/JNEUROSCI.2111-11.2011
https://doi.org/10.1523/JNEUROSCI.2041-09.2009
https://doi.org/10.1073/pnas.1216855110
https://doi.org/10.3389/fphys.2012.00450
https://doi.org/10.1016/j.neuron.2012.08.011
https://doi.org/10.1038/nn.3862
https://doi.org/10.1002/hbm.24304
https://doi.org/10.1002/hbm.24412
https://doi.org/10.1093/cercor/bhv288
https://doi.org/10.1186/1753-2000-7-28
https://doi.org/10.1016/j.neubiorev.2011.12.013
https://doi.org/10.1016/j.tics.2018.10.007
https://doi.org/10.1016/j.neuroscience.2008.08.014
https://doi.org/10.1016/j.neuroimage.2016.02.022
https://doi.org/10.1523/JNEUROSCI.2111-11.2011
https://doi.org/10.1093/cercor/bhv288


54 G. Northoff et al. / Physics of Life Reviews 33 (2020) 34–54
[114] Sui J, Humpherys GW. The integrative self: how self-reference integrates perception and memory. Trends Cogn Sci 2015;19:719–28. https://
doi .org /10 .1016 /j .tics .2015 .08 .015.

[115] Northoff G, Schneider F, Rotte M, Matthiae C, Tempelmann C, Wiebking C, et al. Differential parametric modulation of self-relatedness and 
emotions in different brain regions. Hum Brain Mapp 2009;30:369–82. https://doi .org /10 .1002 /hbm .20510.

[116] de Greck M, Rotte M, Paus R, Mortiz D, Thiemann R, Proesch U, et al. Is our self based on reward? Self-relatedness recruits neural activity 
in the reward system. NeuroImage 2008;39:2066–75. https://doi .org /10 .1016 /j .neuroimage .2007 .11 .006.

[117] Nakao T, Bai Y, Nashiwa H, Northoff G. Resting-state EEG power predicts conflict-related brain activity in internally guided but not in 
externally guided decision-making. NeuroImage 2013;66:9–21. https://doi .org /10 .1016 /j .neuroimage .2012 .10 .034.

[118] Nakao T, Kanayama N, Katahira K, Odani M, Ito Y, Hirata Y, et al. Post-response βγ power predicts the degree of choice-based learning in 
internally guided decision-making. Sci Rep 2016;6:32477. https://doi .org /10 .1038 /srep32477.

[119] Sui J, Rotshtein P, Humphreys GW. Coupling social attention to the self forms a network for personal significance. Proc Natl Acad Sci USA 
2013;110:7607–12. https://doi .org /10 .1073 /pnas .1221862110.

[120] Frings C, Wentura D. Self-priorization processes in action and perception. J Exp Psychol Hum Percept Perform 2014;40:1737–40. https://
doi .org /10 .1037 /a0037376.

[121] Northoff G, Magioncalda P, Martino M, Lee HC, Tseng YC, Lane T. Too fast or too slow? Time and neuronal variability in bipolar disorder–a 
combined theoretical and empirical investigation. Schizophr Bull 2018;44:54–64. https://doi .org /10 .1093 /schbul /sbx050.

[122] Panksepp J. Affective neuroscience. Oxford: Oxford University Press; 1998.
[123] Gazzaniga M. The cognitive neuroscience. Cambridge: MIT Press; 2014.
[124] Critchley HD, Wiens S, Rotshtein P, Ohman A, Dolan RJ. Neural systems supporting interoceptive awareness. Nat Neurosci 2004;7:189–95. 

https://doi .org /10 .1038 /nn1176.
[125] Lieberman MD. Social cognitive neuroscience: a review of core processes. Annu Rev Psychol 2007;68:259–89. https://doi .org /10 .1146 /

annurev.psych .58 .110405 .085654.
[126] Hans S, Northoff G. Culture-sensitive neural substrates of human cognition: a transcultural neuroimaging approach. Nat Rev Neurosci 

2008;9:646–54. https://doi .org /10 .1038 /nrn2456.
[127] Hans S, Northoff G, Vogeley K, Wexler BE, Kitayama S, Varnum ME. A cultural neuroscience approach to the biosocial nature of the human 

brain. Annu Rev Psychol 2013;64:335–59. https://doi .org /10 .1146 /annurev -psych -071112 -054629.
[128] Buzsaki G. Rhythms of the brain. Oxford University Press; 2006.
[129] Block N. Two neural correlates of consciousness. Trends Cogn Sci 2005;9:46–52. https://doi .org /10 .1016 /j .tics .2004 .12 .006.
[130] Northoff G. Minding the brain: a guide to neuroscience and philosophy. Palgrace MacMillan; 2014.
[131] Logothetis NK, Murayama Y, Augath M, Steffen T, Werner J, Oeltermann A. How not to study spontaneous activity. NeuroImage 

2009;45:1080–9. https://doi .org /10 .1016 /j .neuroimage .2009 .01 .010.
[132] Northoff G, Qin P, Nakao T. Rest-stimulus interaction in the brain: a review. Trends Neurosci 2010;33:277–84.
[133] Huang Z, Zhang J, Longtin A, Dumont G, Duncan NW, Pokorny J, et al. Is there a nonadditive interaction between spontaneous and evoked 

activity? Phase-dependence and its relation to the temporal structure of scale-free brain activity. Cereb Cortex 2017;27:1037–59. https://
doi .org /10 .1093 /cercor /bhv288.

[134] Descartes R. Meditations on first philosophy. London: Routledge; 1647.
[135] James W. The principles of psychology, vol. 1. MacMillan; 1890.
[136] James W. The principles of psychology, vol. 2. MacMillan; 1890.
[137] Jack AI, Roepstroff A. Introspection and cognitive brain mapping: from stimulus-response to script-report. Trends Cogn Sci 2002;1:333–9.
[138] Ernser-Hershfield H, Wimmer GE, Knutson B. Saving for the future self: neural measures of future self-continuity predict temporal discount-

ing. Soc Cogn Affect Neurosci 2009;4:85–92.
[139] Fuchs T. The temporal structure of intentionality and its disturbance in schizophrenia. Psychopatholgy 2007;40:229–35. https://doi .org /10 .

1159 /000101365.
[140] Nunez R, Cooperrider K. The tangle of space and time in human cognition. Trends Cogn Sci 2013;17:220–9. https://doi .org /10 .1016 /j .tics .

2013 .03 .008.

https://doi.org/10.1016/j.tics.2015.08.015
https://doi.org/10.1002/hbm.20510
https://doi.org/10.1016/j.neuroimage.2007.11.006
https://doi.org/10.1016/j.neuroimage.2012.10.034
https://doi.org/10.1038/srep32477
https://doi.org/10.1073/pnas.1221862110
https://doi.org/10.1037/a0037376
https://doi.org/10.1093/schbul/sbx050
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313232s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313233s1
https://doi.org/10.1038/nn1176
https://doi.org/10.1146/annurev.psych.58.110405.085654
https://doi.org/10.1038/nrn2456
https://doi.org/10.1146/annurev-psych-071112-054629
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313238s1
https://doi.org/10.1016/j.tics.2004.12.006
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313330s1
https://doi.org/10.1016/j.neuroimage.2009.01.010
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313332s1
https://doi.org/10.1093/cercor/bhv288
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313334s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313335s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313336s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313337s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313338s1
http://refhub.elsevier.com/S1571-0645(19)30073-9/bib313338s1
https://doi.org/10.1159/000101365
https://doi.org/10.1016/j.tics.2013.03.008
https://doi.org/10.1016/j.tics.2015.08.015
https://doi.org/10.1037/a0037376
https://doi.org/10.1146/annurev.psych.58.110405.085654
https://doi.org/10.1093/cercor/bhv288
https://doi.org/10.1159/000101365
https://doi.org/10.1016/j.tics.2013.03.008

	Is temporo-spatial dynamics the "common currency" of brain and mind? In Quest of "Spatiotemporal Neuroscience"
	1 Introduction
	1.1 From neuronal to mental features - hypothesis of "common currency"
	1.2 Main and speciﬁc aims - "common currency" and "Spatiotemporal Neuroscience"

	2 Part I: time and space in physics - dynamics of the brain
	2.1 Dynamics in physics - "container view" vs "construction view" of time and space
	2.2 Dynamics of brain I - construction of its own inner time and space
	2.3 Dynamics of brain II - from physics to neuroscience

	3 Part II: spatiotemporal mechanisms as "common currency" of neuronal and mental features
	3.1 Spatiotemporal repertoire as "common currency" of brain and consciousness
	3.1.1 From the spontaneous activity's entropy and complexity to consciousness
	3.1.2 Spatiotemporal repertoire - "common currency" of brain and consciousness


	4 Spatiotemporal integration as "common currency" of brain and self
	4.1 Spontaneous brain activity and its spatiotemporal integration
	4.2 Spatiotemporal integration as "common currency" of brain and (sense of) self

	5 Speed as "common currency" of brain and time perception
	5.1 Depression and mania - abnormal inner and outer time speed perception
	5.2 Speed as "common currency" of brain and (inner and outer) time perception

	6 Part III: spatiotemporal neuroscience - a spatiotemporal approach to the neuro-mental relationship
	6.1 Brain - dynamics vs functions and rest vs. task
	6.2 Mental features - dynamics- and rest-based approach
	6.3 Mental features - `spatio-temporality' as `subjective' time and space
	6.4 Neuro-mental relationship - transformation vs causality

	7 Conclusion
	Acknowledgements
	References


