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Abstract
Does artificial intelligence (AI) exhibit consciousness or self? While this question 
is hotly debated, here we take a slightly different stance by focusing on those fea-
tures that make possible both, namely a basic or fundamental subjectivity. Learning 
from humans and their brain, we first ask what we mean by subjectivity. Subjectivity 
is manifest in the perspectiveness and mineness of our experience which, ontologi-
cally, can be traced to a point of view. Adopting a non-reductive neurophilosophical 
strategy, we assume that the point of view exhibits two layers, a most basic neu-
roecological and higher order mental layer. The neuroecological layer of the point 
of view is mediated by the timescales of world and brain, as further evidenced by 
empirical data on our sense of self. Are there corresponding timescales shared with 
the world in AI and is there a point of view with perspectiveness and mineness? 
Discussing current neuroscientific evidence, we deny that current AI exhibits a point 
of view, let alone perspectiveness and mineness. We therefore conclude that, as per 
current state, AI does not exhibit a basic or fundamental subjectivity and hence-
forth no consciousness or self is possible in models such as ChatGPT and similar 
technologies.

Keywords Artificial intelligence · Timescales · Brain · Subjectivity

1 Introduction

There is an intense debate whether artificial intelligence (AI) exhibits conscious-
ness or/and a self (Hildt, 2019; Northoff et  al., 2022; Ng, 2023). This, obvi-
ously, depends on what is meant by AI. Here we define AI as the development 
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of computer systems and software that can perform tasks that typically require 
human intelligence. This includes the ability to learn from experience, adapt to 
new information, understand natural language, recognize patterns, and make deci-
sions. AI covers a wide range of technologies and applications, such as machine 
learning, neural networks, natural language processing, and computer vision. The 
ultimate goal of artificial intelligence is to create systems that can simulate and 
replicate human cognitive abilities, allowing machines to perform complex tasks 
and solve problems in a manner similar to human thought processes.

Even more important is to know what is meant by self and consciousness. The 
debate on these issues is marred by disputes which may presuppose different 
notions of both AI and self/consciousness (Mindt & Montemayor, 2020; Rakover, 
2023; Schneider, 2019). Our goal is to avoid some of these conceptual impasses 
in the current debate by taking a step back and ask about some more fundamental 
or basic features underlying both consciousness and self, namely subjectivity.

The concept of subjectivity has a long philosophical history. Key phenome-
nological features of subjectivity are a point of view (Nagel, 1974) as well as 
the experience of mineness and perspectiveness (Northoff, 2014a; Zahavi, 2005 
and b). Are these features of such basic fundamental subjectivity (cf. Northoff 
& Smith, 2023) present in AI as defined above? This will be the key question 
addressed in our paper. The general strategy or argument is that we can take les-
sons from human subjectivity to investigate whether similar features are manifest 
in AI.

To approach this question, we will employ a non-reductive neurophilosophical 
methodological strategy (Gouveia, 2022; Klar, 2021; Northoff, 2004, 2014b, 2022). 
Specifically, we first determine the notions of “mineness” and “perspectiveness” as 
well as the point of view in phenomenological and conceptual terms. We next link 
these determination to the brain and how it interacts with the world through time-
scales, as we assume, thus focusing on more ontological issues. This is followed 
by gathering empirical support for the assumed key role of timescales in world and 
brain mediating the three key features of a fundamental or basic subjectivity.

The main argument structure in this paper can be semi formalized as follows:

 (1) Human subjects are characterized by a basic or fundamental subjectivity;
 (2) This basic fundamental subjectivity is reflected in perspectiveness and mine-

ness;
 (3) Perspectiveness and mineness can be traced to and are based on the point of 

view;
 (4) The point of view can be characterized by its temporal relation of world and self 

through the brain and its timescales resulting in a most basic neuroecological 
layer of the point of view;

 (5) Such fundamental neuroecological layer of the point of view and the relevance 
of timescales are empirically supported by findings on the temporal nature of 
self;

 (6) AI does not show such timescales;
 (7) Therefore, AI cannot constitute temporal relation to the world through time-

scales;
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 (8) This, in turn, makes it impossible for AI to constitute a neuroecological layer 
of a point of view;

 (9) The absence of such neuroecological layer of the point of view entails that AI 
is lacking perspectiveness and mineness;

 (10) Therefore, AI does not exhibit any signs of a basic or fundamental subjectivity.

In the next section, we will provide relevant arguments to demonstrate the sound-
ness of our main claim: that AI does not exhibit relevant signs of having a funda-
mental subjectivity since it lacks neuroecological and timescales relation with the 
world. Our thesis will be based on a neurophilosophical approach, one that focus on 
both the conceptual (first part) and the empirical (second part) side of this debate.

2  Subjectivity in an ontological sense: timescales and the point 
of view within the world

In a first step, we want to highlight what we mean by the notion of a basic or fun-
damental subjectivity. This leads us briefly into phenomenological territory of 
experience. While we venture into that space, our view is a special as it ultimately 
aims anchoring subjectivity within the world itself and its relation to brain and self. 
Going to the boundaries of or even beyond pure experience and the phenomenologi-
cal domain, we ultimately aim to make assumptions about the ontological basis of 
such basic or fundamental subjectivity.

2.1  Subjectivity of the self—perspectivism and mineness

According to phenomenologists such as Jean-Paul Sartre, every act of positional 
consciousness (i.e., being conscious of an object) is preceded by a non-positional 
consciousness of that act (i.e., every conscious act is pre-reflectively, non-intention-
ally aware of itself) (Sartre, 1956). This non-voluntary (spontaneous) and non-infer-
ential (it is not a belief, a representation or a judgment) consciousness is what con-
temporary phenomenologists (Gallagher & Zahavi, 2020; Zahavi, 2005) as well as 
some analytic philosophers (Goldman, 1970; Nida-Rümelin, 2014) call “pre-reflec-
tive self-awareness or self-consciousness”. This means that when we are conscious 
of a particular content (e.g., an apple), we must be pre-reflectively aware of that act 
of consciousness; otherwise, there would be nothing it is like to undergo that experi-
ence (i.e., that process would remain unconscious).

In this respect, one key subjective feature is the experience of the contents of 
consciousness in first-person perspective, i.e., perspectivism, which refers to the 
fact that each content of consciousness is given through a specific point of view 
(cf. Northoff & Smith, 2023). The key phenomenal feature that refers to the quali-
tative nature of experience is what Thomas Nagel describes as “what it is like to 
be in a particular state for a particular subject” (Nagel, 1974). With this definition, 
Nagel refers to the subjective character of experience that should be distinct from 
any cognitive or functional notion, at least conceptually. The phenomenal character 



 G. Northoff, S. S. Gouveia 

1 3

of consciousness is deeply related to the pre-reflective self-awareness structure of 
consciousness, since every “what it is like to be conscious of something” is nec-
essarily a “what it is like to be for me.” This implies a strong phenomenological 
and conceptual relationship between the first-person perspective and what is usually 
called “mineness,” i.e., the fact that I am the one having an experience.

Following this, pre-reflective self-consciousness involves also the concept of self 
as a subject (as distinguished from the self as an object) which is also referred to 
as “minimal self” (Northoff, 2014a; Zahavi, 2005). The minimal self refers to an 
extremely basic sense of having experiences in terms of their mineness, that is, the 
experience of the content of consciousness is one’s own. Finally, and most impor-
tantly, pre-reflective self-consciousness does not require any representational or 
higher-order self-reflection upon the conscious state that explicitly takes the self as 
an object, e.g., mirror self-recognition, conceptual or narrative self-consciousness 
(Zahavi, 2019; Zilio, 2020): we do not need to constantly check our experience to 
get a confirmation of who is experiencing that object.

Together, perspectivism and mineness are key phenomenal features of our phe-
nomenal experience of the contents of consciousness in terms of pre-reflective self-
consciousness. This leaves largely open where perspectivism and mineness come 
from, that is, how they are constituted and their basis or fundament is. This, as we 
assume, leads us to the concept of the point of view.

2.2  Point of view (PV) I: integration of different timescales from body and world 
by the brain

The notion of the point of view (PV) is often used in various disciplines but rarely 
explicated in philosophy. The concept of PV is pervasive in literature and theatre 
with different persons expressing different points of view on the same topic. Paint-
ing and photography rely on a slightly different notion of PV that involves providing 
access to events or objects in the world. Despite the extensive colloquial usage of 
PV in many disciplines, the concept is often neglected in philosophy let alone in 
neuroscience as there is no established theory (see Campos & Gutierrez, 2015, for a 
notable exception).

Yet another noteworthy exception is the embodied approach where the lived 
(rather than objective) body is supposed to provide the point of view or anchor of 
the self in the world (Gallagher & Daly, 2018; Gallagher, 2005a, b). Without being 
able to go into details (see Northoff, 2016, 2018), we assume that the notion of the 
lived body presupposes the timescales of the brain: the body’s various temporal 
scales are connected with those of the brain’s spontaneous activity as well as with 
those of the world that are processed through the brain. Hence, conceptually consid-
ered, the brain can be conceived as a multi-scale integrator as it connects the differ-
ent timescales of the brain, body, and world in a scale-free way.

Before going on, we shall briefly describe what scale freeness is. Scale freeness 
refers to a particular distribution and relationship of longer and shorter timescales or 
slower and faster frequencies. Specifically, there is relatively stronger power in the 
slower frequencies compared to the faster frequencies which exhibit much weaker 
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power. In the power spectrum this leads to a curve whose degree of steepness from 
the slower frequencies’ higher power to the faster frequencies’ lower power, the 
degree of steepness of this curve can be measured by the power law exponent. The 
higher the power law exponent, the more power in the slower frequencies relatively 
to the lower power of the faster frequencies. Various studies showed that the power 
law exponent is abnormally altered in states where consciousness is lost (see Klar 
et al., 2023).

Now we can come back to the more conceptual realm of the relationship of scale 
free activity with the point of view and consciousness. If, for instance, the brain’s 
capacity to integrate these timescales in a scale-free way is diminished, we lose 
consciousness as in that case, the neuro-ecological connection of brain and self to 
body and world is severed and thus, conceptually speaking, the point of view is lost 
(Zilio et  al., 2021). This is further evidenced by studies showing that changes in 
timescales are related to changes in the level or state of consciousness (Zilio et al., 
2023, Namikawa et al. 2011). The abnormal prolongation of timescales may lead to 
an abnormal high degree of temporal integration at the expense of temporal segrega-
tion (Wolff et al., 2022) the loss of the latter may, phenomenally, go along with the 
loss of differentiation between different contents and ultimately between content and 
background stream of consciousness (Northoff & Zilio, 2022a, b; Wolff et al., 2022). 
This may ultimately lead to the complete loss of the level or state of consciousness. 
This sets the stage for our next argument. Next, our main claim is that artificial intel-
ligence does not have a neuroecological connection to the world and, because of 
that, it cannot develop its own subjective point of view.

2.3  Mental surface layer and ecological background layer

To make our argument, we introduce Campos and Gutierrez’s (2015) account of 
point of view (PV) and then provide our own ecological and ontological extension. 
According to Campos and Gutierrez (2015), PV can be determined by two main 
features: (i) reference to mental life (including subject) and (ii) access to the world 
beyond the self and its mental life. Following in their footsteps, we will reformulate 
and rename these two features as (i*) the surface and (ii*) background layers of PV, 
respectively. The PV’s reference to the subject and mental life is the surface layer of 
PV – we call this a mental surface layer. At the same time, the PV is situated within 
the world as its ultimate ontological background which renders it ecological – we 
therefore refer to this as an ecological background layer. Let us detail these two con-
cepts in the following.

The mental surface layer of PV refers to a subject with personal and mental fea-
tures; importantly, this layer provides the source or basis for the mental features of 
self:

In that variety of uses, the notion of point of view may have two distinct mean-
ings. In one of them, points of view are part of a mental life. They are con-
nected to the mental life of some subjects with a personal character. In that 
sense, the expression “point of view” is interchangeable with words like 
“view”, “opinion”, “belief”, “attitude”, “feeling”, “sentiment”, “thought”, etc. 
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Points of view in that sense could not exist without a subject with quite a rich 
mental life. (Campos & Gutierrez, 2015, p.2)

In contrast, the ecological background layer of PV is characterized by providing 
access to something that lies beyond the PV itself, namely the world with its eco-
logical features. Rather than on mental states within the subject itself, the focus here 
is on how the subject connects and relates to the ecological features of the world. 
Intra-subjectivity is therefore replaced by inter-subjectivity, and isolation is replaced 
by relation:

There is another quite important meaning in the ordinary notion of point of 
view. In that second sense, points of view could exist without any actual sub-
ject exemplifying them. Here, points of view explicitly have a strong relational 
and modal, especially subjunctive, character. Points of view offer possibilities 
of having access to the world. They offer possibilities of seeing things (hearing 
them, touching them, etc.), possibilities of thinking about them (considering 
them, imagining them, etc.), and possibilities of valuing them (assessing them, 
pondering them, etc.). (Campos & Gutierrez, 2015, p.3)

Next, and following this section, we will claim that the ecological background 
layer is absolutely relevant to create a sense of subjectivity and self.

2.4  Neuro‑ecological background layer of PV I – Temporal relation of world 
and self

Following the two previous sections, we argue that the ecological background layer 
of PV is key in providing the ontological ground of subjectivity and ultimately of 
the self. This distinguishes our approach from both past and present philosophical 
and neuroscientific approaches that usually claim the phenomenal and mental fea-
tures of self (and hence the mental surface layer of PV) to provide the source of 
subjectivity (see our conclusion where we situate our approach in a methodological-
historical context).

The key feature of the ecological background layer of PV is its relational charac-
ter, as it relates and connects the self to and within the world. Relation means that 
the PV is connected and related to something beyond itself. Put into the context of 
ecological psychology, that “something beyond itself” is the environment character-
ized by its ecological features. This includes natural, social, and cultural kinds of 
information along with their descriptive and normative aspects – for the sake of sim-
plicity, we will lump them all together under the notion of ‘ecological information’ 
understood in a broad sense.

The ecological background layer of PV includes that ecological information 
which it shares with the world. The world itself contains at least two types of eco-
logical information: that which is shared with the organism and that which is not 
shared with the specific organism, thus extending beyond the latter. Importantly, this 
entails partial rather than total overlap since the sharing between world and brain, 
and ultimately of world and PV, is incomplete. Consider the timescales. An organ-
ism has a limited repertoire of timescales compared to the world. For instance, we as 
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humans cannot directly perceive the ultraslow seismic waves preceding earthquakes, 
nor can we perceive the ultrasonic frequency ranges accessible to bats.

The overlap in the amount of ecological information between the world (as a 
whole) and the ecological background layer of PV (as part of the world) constitutes 
an ontological relation between the world and PV as this relation (i.e., the overlap 
in ecological information) defines the existence and reality of PV and consecutively 
the subjectivity of self. What do we mean by ecological information shared between 
world and PV? We refer to biophysical features and their related spatial and tempo-
ral scales which can be traced to the brain and how it stands relative to the world. 
For instance, the bat, based on its biophysical features, shows a PV which enables it 
to access ultrasonic information (Nagel, 1974). In contrast, the human PV does not 
allow us to access ultrasonic features since our brain does not possess the proper 
biophysical characteristics as it is ultimately based on different temporal and spatial 
scales (when compared to those of the bat).

This leads us back to timescales and their contribution to constituting the eco-
logical background layer of PV: the broader the range of temporal and spatial scales 
encompassed by the ecological background layer of PV, the more extensively the 
self can relate to the world and its ecological information. We consequently assume 
that the ecological background layer of PV is nested and contained within the world 
and its ecological information in a scale-free way, analogous to how a smaller Rus-
sian doll is nested within a larger, self-similar version of itself. Scale-free nesting 
of the PV’s ecological background layer within the world implies that one would 
expect to find overlap and nestedness in timescales between world and self: the 
world’s much longer timescales are related to the self’s shorter time scales in a self-
affine and cross-scale way, as the former nests and contains the latter.

2.5  Neuro‑ecological background layer of PV II – Temporal relation of world, 
brain and self

How about the brain and its role in constituting the ecological background layer 
of PV? We have seen that the self is scale-free and mediated through the brain’s 
scale-free activity. The latter, in turn, is strongly shaped by the scale-free activity 
of the world, entailing the temporal nature of the world-brain relation. Putting it 
all together, we now postulate that the ecological background layer of PV is onto-
logically based on the world-brain relation through scale-free activity: the more the 
world and brain are temporally (and spatially) nested within each other and exhibit-
ing larger ranges of timescales shared with the world, the greater the temporospatial 
range of the ecological background layer.

Ultimately, this broader, more expansive range of timescales of the self with the 
world (through the brain and world-brain relation) permits greater ecological exten-
sion of the self towards and within the world. In contrast, if the temporal range of 
the ecological background layer is limited, meaning lower degrees of temporal nest-
edness and smaller range of timescales shared with the world, the self becomes more 
restricted and isolated in its relation to the world.
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Let us consider the comparison of bats and humans. Bats, as pointed out by 
Nagel (1974), can process ultrasonic waves which humans and their brains cannot. 
This means that the world’s timescales align with different timescales in bats and 
humans, namely the ultrasonic and non-ultrasonic, respectively. The bat’s point of 
view and its neuro-ecological background layer are consequently nested and con-
tained within a different timescale of the world when compared to humans and their 
PV. The differences in the temporal extension of the bat’s and human’s points of 
view within and relative to the world leads to differences in their subjectivity which 
is manifest in their different “what it is like” (Nagel, 1974).

Importantly, the differences highlighted here do not concern the actual mental 
contents themselves but rather the predisposition for processing the range of pos-
sible contents. Our argument is that bats and humans differ in the ontological predis-
positions of their PV due to their different timescales. This temporal predisposition 
for the range of possible contents is then complemented by the actual contents, that 
is, those contents they are exposed to in their environment, and which fall within 
the range of their PV-based temporal predisposition. Together, we can see that the 
mental contents are doubly determined: by the predisposition for a particular range, 
related to the PV, and the actual contents themselves.

3  Empirical evidences: timescales and the self

In this second step, we want to highlhight the relevance of timescales regarding the 
self and, by consequences, a notion of fundamental subjectivity. In exploring the 
intricate relationship between temporal dynamics and the self, a growing body of 
research has yielded compelling evidence regarding the role of timescales in shap-
ing various facets of human self-awareness and cognition. As we navigate through 
these evidences, the goal is to discern the relevance of timescales in shaping the 
self and, by extension, consider the potential implications for the development of 
artificial intelligence seeking to emulate human cognitive processes and subjective 
experiences.

3.1  The scale‑free self – the brain’s long‑range temporal correlations (LRTC) 
shape the self

Is the self related to the LRTC of the brain’s neural activity? Recent studies have 
shown that the brain’s scale-free activity, as measured with either Power Law Expo-
nent (PLE) or Detrended Fluctuation Analysis (DFA), is related to mental features 
such as the self (Huang et al., 2016; Scalabrini et al., 2017, 2019; Wolff et al., 2019). 
Together, these studies show that the degree of resting state PLE directly predicts 
three relevant features:

 (i) the degree of self-consciousness (Huang et al., 2016; Wolff et al., 2019);
 (ii) task-related activity during self-specific stimuli (Scalabrini et al., 2019);



1 3

Does artificial intelligence exhibit basic fundamental…

 (iii) the degree of temporal integration on a psychological level of self-specificity 
(Kolvoort et al., 2020)

Let us describe the findings in more detail. Huang et al. (2016) and Wolff et al. 
(2019) recorded resting state activity in fMRI and EEG of the brain, that is a task-
free condition without any external demands. They calculated the degree of the 
brain’s PLE in both fMRI and EEG. The same subjects also underwent psychologi-
cal investigation of their self with the self-consciousness scale. Both studies found 
the same relationship of brain PLE and self-consciousness: the higher the PLE, that 
is, the more the slow-fast power balance is shifted towards the slow pole, the higher 
the degree of the subject’s private self-consciousness (cf. Fig. 1).

Importantly, these findings hold only for the PLE as index of slow-fast bal-
ance but not for either the slow or fast frequencies alone. Finally, it shall be men-
tioned that this concerns a wide range of frequency range, from very slow (0.01 
to 0.1 Hz), as covered by fMRI (Huang et al., 2016), to faster ones as measured in 
EEG (1-80 Hz) (Wolff et al. 2019). This means that it is the degree slow-fast integra-
tion, i.e., their degree of scale-freeness, that is related to the sense of self. The self 
is thus intrinsically scale-free as it connects and links different timescales short/fast 
and long/slow. Such cross-scale self exhibits both temporal continuity and discon-
tinuity and nests them within each other in a scale-free way: temporal continuity, 

Fig. 1  A The temporal brain – Temporal nestedness with scale-free activity in the brain (left and upper 
right) just like Russian dolls with their spatial nestedness (lower part). B) The temporal self – From the 
brain’s scale free activity with its temporal nestedness to the self in infralow frequencies of fMRI (upper 
right, Huang et al., 2016) and faster frequencies of EEG (lower right, Wolff et al., 2019)
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as mediated by the more powerful slower frequencies, nests and contains temporal 
discontinuity, as related to the less powerful faster frequencies.

In the context of AI, this implies that successful emulation of the self may require 
systems that can dynamically integrate information across different temporal scales, 
allowing for a more comprehensive and nuanced understanding of the world. As AI 
continues to progress, integrating these insights into the design and development of 
AI systems can contribute to the creation of machines that not only process infor-
mation efficiently but also exhibits a more sophisticated understanding of temporal 
dynamics and, by consequence, self-awareness, and subjective experience. If we aim 
to create AI systems that can mimic the human mind, then we will need to replicate 
the scale-free and cross-scale nature of temporal dynamics that are linked to the self.

3.2  Temporal gradient of self – Temporal extension from faster to slower 
frequencies

Analogous extension can be observed in the temporal domain. Subcortical regions 
show a rather limited range in their power spectrum that is focused predominantly 
on faster frequencies (> 1 Hz) as slower frequencies (< 1 Hz) require more spatial 
extension (Buzsáki & Draguhn, 2004; Buszaki, 2006). That changes on the cortical 
level as that is spatially more extended. Here infraslow frequencies (0.001–0.1 Hz) 
dominate exhibiting strong power in a scale-free way (He, 2014; He et  al., 2010; 
Northoff & Huang, 2017). But even on the cortical level, there is a distinct hierarchy 
of intrinsic neural timescales as detailed above.

Such continuous temporal extension from subcortical over cortical to Default 
Mode Networks (DMN) regions is well in line with the findings of self. While being 
related to all timescales, short and long, stronger slower frequencies relative to faster 
ones foster the self whereas non-self tilts towards the faster frequency ranges (Wolff 
et al. 2019, Kolvoort et al., 2020; Huang et al., 2016; Sugimura et al., 2021). Tem-
poral extension from subcortical faster to cortically more slow frequencies may thus 
well correspond to a temporal gradient of self-non-self along the temporal contin-
uum of fast-slow frequencies.

Accordingly, rather than being determined by a single timescale (see Wolff et al. 
2019 for support), the self must be conceived as multiscale as determined by the 
temporal dynamics across different timescales. As the temporal gradient from faster 
to slower timescales converges well with the gradient of spatial extension from sub-
cortical over cortical to DMN regions, we assume self-specific processing to occur 
along the lines of a spatio-temporal gradient. Self-specific processing is thus deter-
mined in a continuous way, i.e., as gradient, determined by different degrees of spa-
tiotemporal extension. Let us explicate and specify that.

The lowest level of hierarchy, self-related processing, is featured by spatially and 
temporally restricted processing, that is, to the own inner body focusing in integrat-
ing mainly faster frequencies (from the different inner organs). This operates on 
very short timescales as related to the immediate time point of the occurrence of 
the actual input. The next intermediate hierarchical level, self-predictive process-
ing, is spatially and temporally more extended as it now concerns the outer body by 
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including slower frequencies. Self predictive processing refers to the ability to yield 
predictions like an empirical prior and a subsequent prediction error. Following the 
generative model established by Friston (cf. Friston, 2010, and its application to the 
self, Apps & Tsakiris, 2014; Tsakiris, 2017) one can say that the self, in part, is 
based on predicting what happens next. This, obviously requires a longer timescale 
beyond the short one of the actual stimuli or input with its particular point in time. 
Hence, self predictive processing extends the timescales beyond the very short time-
scale of the immediate actual input or stimulus.

Finally, the upper hierarchical level of self-referential processing is the most spa-
tially and temporally extended as it, through the DMN and its connections to the 
whole brain and its strong slow frequencies, can extend to environmental and social 
inputs thus situating the self in a spatially and temporally most extended virtual or 
mental context. Here, the self can extend itself to far away time points in both past 
and future, called mental time travel (Schacter et al., 2012) which is a key feature of 
the self on the mental level (Northoff, 2018).

Together, these findings strongly support the assumption that slow dynamics and 
its temporal continuity in especially CMS/DMN is key in mediating self-specificity 
on the level of the mental self. Importantly, as it should be emphasized again, self-
specificity is not related to the slow dynamics in isolation but to its relative balance 
with the faster dynamics, that is, the degree of nestedness of slow and fast tempo-
ral dynamics as it is measured by scale-free activity. We may consequently want to 
characterize the self by temporal nestedness of slow and fast dynamics which, spa-
tially, may be related to the unimodal-transmodal gradient.

Such temporal nestedness with respect to the three-layer topography is demon-
strated by Çatal et al. (2022). Using fMRI, he showed that the lowest layer of the 
interoceptive self shows the lowest PLE with stronger faster frequencies while the 
mental self layer exhibits the highest PLE with the strongest power in slow frequen-
cies (while the proprioceptive self) took an intermediate position). This suggests that 
the fast-slow temporal gradient follows the topographic three-layer gradient from 
interoceptive over proprioceptive to mental self. Hence, the spatial-topographic gra-
dient is met by a converging temporal-dynamic gradient among the three layers of 
self.

In the context of Artificial Intelligence (AI), understanding the intricate temporal 
dynamics and hierarchical layers of self-processing as proposed in this section could 
contribute to the development of more relevant and human-like AI models, particu-
larly in terms of replicating self-awareness and subjective experience. Incorporating 
these insights may lead to AI systems that better align with the spatio-temporal com-
plexities observed in the human brain.

3.3  Temporal integration – Key feature of self

Is such self-specificity of the brain’s internal resting state activity also carried 
over to external task demands during self-specific tasks? This was studied in 
fMRI by Scalabrini et al., (2017, 2019): they measured both rest as well as task 
during the active touch towards an animate (another person) and non-animate 
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(mannequin hand) targets. They observed that the degree of PLE in the resting 
state predicted the degree to which subjects could differentiate in their task-
related activity between animate and non-animate targets. Given that rest and task 
states occur and are measured at distinct points in time, this strongly suggest a 
memory effect: the temporal or dynamic memory of the resting state is carried 
over to the task state as otherwise the latter could not be modulated by the for-
mer. Given that such temporal memory effect in terms of rest-task modulation 
was related to the self-non-self differentiation, one would strongly assume it to be 
self-specific.

How does such self-specific temporal memory of the resting state affect the task 
states? This was addressed by Kolvoort et al. (2020) in an EEG study on self. They 
measured resting state in EEG and conducted a psychological self-task where sub-
jects were required to associate self- and non-self-specific stimuli across different 
time delays (from 200 to 1400 ms). They demonstrate that the self-specific effects in 
terms of accuracy was preserved across all temporal delays with inter-subject vari-
ation. That, in turn, was related to the resting state PLE: the higher the resting state 
PLE, i.e., the stronger the slower frequencies relative to the faster ones, the stronger 
the self-specific effect was preserved across the different time delays on the psy-
chological level. This suggests that temporal integration of different timescales as 
indexed by temporal memory may be key in mediating the co-occurrence temporal 
stability and flexibility of the self.

Two recent studies of ours lend further support to the key role of temporal inte-
gration (Smith et al., 2022; Wolman et al., 2023). Smith et al. (2022) presented two 
eight minutes narratives to subjects while undergoing EEG, one narrative was about 
the self while the other concerned non-self as being the same for all subjects. Being 
a narrative with a continuous stimulus input, the paradigm itself required the sub-
jects to temporally integrate the different stimuli as to collate them into semantically 
meaningful words, sentences, paragraphs etc.

They observed that behaviorally subjects showed the greatest cursor moving 
distance and velocity in the self-narrative compared to the non-self narrative. This 
suggests a clear behavioral effect with larger spatial (and also temporal) extension 
of self compared to non-self. On the neuronal side, the self narrative induced sig-
nificantly longer autocorrelation window (ACW), in especially the longer version 
(ACW-0 as distinct from ACW-50; Golesorkhi et al., 2021) compared to the non-
self. That was also mirrored in larger rest-task difference for self than for non-self. 
These findings demonstrate that especially the longer timescales are key for tem-
poral integration of different stimuli, i.e., inputs by the self (whereas the non-self 
seems to operate on shorter timescales that are more prone to temporal segregation 
(Wolff et al., 2022; Smith et al., 2022).

In the context of AI, these studies imply that replicating the nuanced temporal 
dynamics observed in human cognition, particularly the self-specific temporal mem-
ory effects, may be critical for AI systems to develop a sense of subjectivity. The 
intricate interplay of temporal integration and segregation observed in the human 
brain, as outlined in these studies, provides a framework for understanding the com-
plex relationship between the internal resting state, external task demands, and the 
subjective experience of the self. Applying these insights to AI development could 
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contribute to more sophisticated and nuanced AI systems that better align with the 
temporal characteristics of human cognition.

3.4  Balance of temporal integration and segregation – self vs non‑self

Yet another study by Wolman et al. (2023) applied two versions of one and the same 
paradigm: they used self-face matching paradigm by presenting morphed faces in 
either a continuous (10-15  s) or discontinuous (single face stimuli). As expected, 
subjects had more difficulty in identifying faces as self or non-self in those face pic-
tures that were morphed by around 50%. Interestingly, as based on signal detection 
theory, subjects showed a bias in their face matching perception, that bias tended 
towards either the self or non-self but was consistently present.

Next, they recorded EEG during the continuous paradigm version. They showed 
that the longer ACW, ACW-0, corelated with the bias (Criterion C in signal detec-
tion theory) while the shorter ACW-50 was related to the accuracy (sensitivity d’ 
in signal detection theory). Next, going into source space of their EEG data, they 
show that ACW 0 in specifically cortical midline structure, the core regions of the 
default-mode network, but not in primary visual cortex correlate with the bias, i.e., 
Criterion C. Finally, employing computational modelling, they demonstrate that the 
regions of the cortical midline structure tend to temporally smooth and thus inte-
grate their task-related responses across several inputs (as presented with the same 
timing as in the face paradigm). In contrast, regions of the visual cortex respond to 
each single input with a distinct task-related activity thus favoring temporal segrega-
tion over integration.

Together, these results suggest that temporal integration as mediated by longer 
timescales, i.e., long ACW and high PLE, is key in mediating the effects of self. 
While the non-self seems to be more characterized by higher degrees of temporal 
segregation. That may psychologically be manifest in higher degrees of temporal 
continuity of self and temporal discontinuity of non-self – the self is more about 
slower and longer processing while the non-self is more oriented towards faster and 
shorter processing.

To conclude this paper, we will argue that the evidence presented in this second 
part of the paper is enough to claim that the philosophical argument developed in the 
first part is sound and that Artificial Intelligence is not and cannot be conscious or 
develop a sense of subjectivity since its timescales are not neuroecologically aligned 
with the world in a relevant way.

4  Comparing AI with the human—Does AI show a basic fundamental 
subjectivity?

To conclude this paper, we will focus on the question of whether artificial intelli-
gence can exhibit a basic, fundamental subjectivity. The evidence suggests that the 
self’s complexity is intimately tied to the scale-free nature of the brain’s temporal 
dynamics, a phenomenon involving the dynamic integration of different timescales. 
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While AI may surpass in processing information efficiently, their essential challenge 
lies in replicating the integrated temporal dynamics that contribute to human sub-
jectivity. This poses a compelling avenue for future research in AI development to 
delve into the temporal gradations that underpin basic fundamental subjectivity in 
the human experience.

4.1  Timescales and AI

The evidence presented in the study by Wolman et al. (2023) holds deep implica-
tions for the development of Artificial Intelligence, mostly regarding the viability 
of AI to develop a sense of subjectivity or awareness. The findings highlight a fun-
damental aspect of human cognition that is missing in AI: the temporal dynamics 
underlying the perception of self and non-self. The observed bias in face matching 
perception, influenced by the duration of the anterior cingulate wave (ACW) and 
associated neural structures, suggests that humans engage in a distinctive temporal 
processing that aligns with the concept of self. This temporal integration, character-
ized by longer timescales, reflects a nuanced and intricate interplay of neural activ-
ity that gives rise to subjective experiences.

In contrast, the study reveals that the non-self, or external stimuli, is characterized 
by higher degrees of temporal segregation, favoring faster and shorter processing in 
the visual cortex. This dichotomy in temporal processing, where the self exhibits 
slower and longer processing, and the non-self favors faster and shorter processing, 
implies a unique temporal signature for human consciousness and subjective experi-
ence. Following this, we can claim that there are inherent limitations of AI systems, 
which often operate on faster processing timescales and lack the intricate temporal 
dynamics observed in the human brain.

These evidences extend beyond the neuroscientific realm to truly neurophilosoph-
ical considerations, where we can claim that the temporal characteristics observed in 
human cognition are essential for a relevant alignment with the world. The main 
claim advanced in the first part of the paper that AI cannot achieve consciousness or 
subjectivity is grounded on the premise that its temporal processing lacks the neu-
roecological alignment necessary for a genuine understanding of the self and the 
world. This has significant repercussions for the ongoing efforts to shape different 
AIs with human-like abilities, suggesting that the development of a true sense of 
subjectivity may remain elusive without a deep understanding and replication of the 
intricate temporal dynamics observed in the human brain.

4.2  Absence of a point of view in AI

As we saw before, the integration of information across different regions in the 
human brain is crucial for the formation of a unified and subjective point of view. 
The brain’s intrinsic activity and its different timescales involving the synchroniza-
tion and communication between various neural networks, contribute to the coher-
ent and integrated nature of conscious experience. This dynamic interplay gives rise 
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to a subjective perspective, a point of view that shapes our awareness and perception 
of the world.

Following this, we can now ask the relevant question: what AI can and cannot 
do with its current timescales? We know that the human brain is highly adaptive to 
its environment, that is, the timescales of the brain are wider in range and degree 
and that enable the organism to match and align to the different timescales of the 
world. As we argued in the first part of the paper, that is what offers to humans a 
Point of View, a subjective experience that is unique to each individual. Of course, 
the different timescales are not always perfectly aligned: from time to time, we fail 
to align correctly with the world. When that alignment is structural, the unbalance is 
so strong that the normal human brain becomes abnormal in its functioning, and that 
can lead to different kind of psychiatric disorders, depending of which timescales is 
affected (Northoff, 2023).

Why is this relevant to evaluate AI? Following our neurophilosophical thesis, 
we can argue that AI systems are really efficient in specific tasks – such as play-
ing Chess against the best human player in the world – exactly because they are not 
adaptive: because they cannot use the same internal timescales and apply it to other 
tasks. If we want to consider developing AI systems that can have a subjective point 
of view, we will need to replicate the several timescales – and the complex physiol-
ogy behind them – that we know are part of what it means to be conscious (even 
though we do not know the entire detailed story at the moment).

An example of current AI technologies that show why our arguments are relevant 
to evaluate them can provide. Regarding the neural architecture, most AI models 
– particular deep learning systems – are based on specific networks termed “artifi-
cial neural networks (ANNs). These models consist of many layers interconnected 
(“artificial neurons”) with different weights that are regulate throughout the training 
phase of the model. These weights determine the strength of the connection which 
will impact in the relevance of each input provided to the model. Finally, each out-
put is computed by the application of an “activation function” such as rectified lin-
ear unit (ReLU) or hyperbolic tangent (tanh) (Goodfellow et al., 2016). This kind 
of architecture lacks extrinsic connectivity, being non-dynamic in its nature and not 
allowing the gathering of new data modalities from the original database.

One consequence of this passive structure is the difference in cognitive flexibil-
ity between current AI models and the human brain: the first can only specialize in 
specific tasks, lacking the kind of cognitive flexibility that is observed in humans, 
allowing them to apply the same knowledge in different domains. An example of 
this can be given related to the real case of Google’s DeepMind AlphaGo: this AI 
model was able to defeat the number one human champion in Go, the famous Chi-
nese game (Silver et al., 2016). However, the exact model cannot perform well in 
other games (e.g. chess) or other tasks (e.g. image recognition in medical context) 
since its data-base is only grounded on Go: for these reasons, a different model (i.e., 
AlphaZero) had to be created to beat the best human player in chess.

This highlights how the neural network architecture in current AI models is 
fixed after the training phase. The only method to incorporate new information is 
to retrain the entire model, resulting in a new fixed structure. In contrast, the human 
brain exhibits significant neuroplasticity, enabling it to receive and adapt to new 
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information from the world, adjusting its internal timescales to synchronize with the 
external timescales of the world, something that is clearly missing in this specific 
drawn from a real case of current AI model.

4.3  No signs of subjectivity – absence of perspectiveness and minesness

From what we argued, another consequence is to argue that AI lacks any kind of 
perspectiveness and mineness and, because of that, current AI systems cannot have 
any subjectivity experience. Note that this is more an indirect argument as it follows 
from our main claim that AI does not have a point of view. If, for instance, one were 
to contest that perceptiveness and mineness necessarily presuppose a point of view, 
our argument would no longer hold. Moreover, our argument presupposes that the 
point of view and subsequently perceptiveness are necessarily related to experience. 
If, for instance, one were to contest that perceptiveness is possible without experi-
ence by itself independent of the latter, our argument here would be undermined. 
Together, one may want to keep in mind these possible restrictions to the overall 
and general validity of our argument which, as all argument, necessarily depends on 
its respective presuppositions and framework. Let us now proceed with our distinc-
tively neurophilosophical argument.

Again, our neurophilosophical thesis can also explain why there is such rela-
tionship of the point of view with perceptiveness and mineness including that the 
absence of the former entails the absence of the latter. Firstly, AI models passively 
process their inputs, lacking the ability to actively shape or align them with differ-
ent contexts or circumstances. Quite to the contrary, in the human brain, timescales 
actively shape and select inputs from the environment that are deemed relevant for 
conscious processing (for a distinction between passive versus active models of the 
brain, see Gouveia & Northoff, 2019). One consequence of this is to claim that, in 
order to develop truly artificial systems that have a subjectivity, like human beings 
have, we will need to replicate the specific active timescales associated with dynam-
ical neuronal activity, such as the spontaneous activity of the brain (Northoff, 2018).

Furthermore, AI lacks an important feature related to timescales: namely, it lacks 
an embodied nature, one that can align itself with the world. In humans, the sub-
jective experiences are not exclusively confined to the brain but are deeply inter-
twined with the body and its interactions with the external world (Gallagher, 2005b; 
Thompson, 2015; Varela et  al., 1991). AI systems lack this embodied dimension, 
since they do not possess a physical form or active sensory interactions that shape 
subjective experience. The absence of a bodily foundation in AI contributes to its 
inability to exhibit “mineness”: as we argued before, the brain’s capacity to integrate 
information across various timescales is crucial for the continuity and discontinuity 
of subjective experiences. However, AI, which often operates on predefined tempo-
ral patterns and lacks the dynamic temporal integration observed in the brain, strug-
gles to replicate the nuanced temporal aspects of subjectivity (cf. Fig. 2a and b).

Finally, while AI is capable of executing particular tasks and processing informa-
tion, falls short of replicating these intricate neural processes, leading to its inability 
to exhibit a “perspectiveness” or subjective point of view since those are emergent 
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properties of the brain’s complex neural dynamics, involving integration, embodi-
ment, and temporal processing. The quest for AI to mimic these aspects involves 
addressing the current limitations in matching the complexity of the human brain’s 
intrinsic temporal processes. Only then, if those timescales are integrated into the 
internal nature of an AI system, will we be able to contemplate whether those mod-
els can indeed develop a form of subjectivity.

Fig. 2  a Point of View with scale-free nestedness – world-brain relation and its different layers. b 
Absence of the Point of View and scale-free nestedness in current Artificial Intelligence – no world-AI 
relation and no neuroecological background layer
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5  Conclusion

Does AI exhibit subjectivity? Based on human subjectivity and its timescale-based 
world-brain mediated point of view with perspectiveness and minesness, we deny 
that. Why? Because AI does not show the variety of timescales nor their flexibility 
and adaptive nature as humans, due to their brain, show. This concerns specifically 
the neuroecological layer of the point of view as this, as in its name, creates our 
virtual “location” in the world from which we and within we experience ourselves 
as part of that very same world as whole. Given the absence of such timescales in 
AI, we infer that it does not posses the neuroecological layer of a point of view 
and consecutively no point of view at all. This entails the absence of perspective-
ness and minesness as signs of a basic fundamental subjectivity. In short, based on 
humans and neurophilosophical strategy, we deny that AI exhibits a basic funda-
mental subjectivity.

We shall note that the ability of exerting motion and responses (Yoshida et al., 
2013) does not yet imply experience of those motion and responses. For that, as we 
argue, one would need a spatiotemporal anchoring within the world through a point 
of view. That would provide the basis of possible experience and that predisposition 
of possible experience remains absent in current AI. Note that we do not necessarily 
exclude that future AI will exhibit these capabilities, but we only argue that cur-
rently, no AI is capable of developing the necessary timescales to have a point of 
view.

Finally, there are deeper philosophical connotations to our argument. The point of 
view is constituted by and through the relationship of the spatiotemporal coordinates 
of the world itself and the ones of the respective organisms, e.g., humans in our case. 
More specifically, this relationship can be described ontologically by spatiotemporal 
nestedness (Northoff, 2018). The smaller ranges of the human spatiotemporal coor-
dinates are integrated and embedded, i.e., nested, within the much larger one of the 
world. This implies that human time, as constituted by the brain and its inner time 
(Northoff & Zilio, 2022a, b), is integrated within the world’s time. Given that this 
integration constitutes a point of view as the very basis of our being and its experi-
ence, one can speak of “being in time” and “being in the world” as for instance the 
philosophers Martin Heidegger and Hubert Dreyfus do. Especially the latter argued 
that AI lacks the “being in time” and “being in the world”.

In a sense, we support and develop that earlier argument and further support it 
on empirical and neurophilosophical grounds. It is such spatiotemporal nestedness 
within the wider spatiotemporal coordinates of the world as whole that is missing in 
current AI. Despite all its abilities across sensory, motor, cognitive, social and emo-
tion domains, current AI remains unable to experience itself including these various 
functions as part of the wider world as it lacks the “being in time” and “being in 
the world” as based on the neuroecological layer of the point of view (Northoff & 
Smith, 2023; Northoff, 2018, 2024).
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